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ABSTRACT

Earthquakes are the result of a combination of (1) physico-chemical processes operating in fault zones, which allow ruptures to nucleate and rock friction to decrease with increasing slip or slip rate, and (2) of the geometrical complexity of fault zones. In this review paper, we summarize recent experimental findings from high velocity (conducted at about 1 m/s slip rate, or typical seismic slip rates) rock friction experiments with an emphasis on potential dynamic weakening mechanisms (melt lubrication, nanopowder lubrication, etc.) and how these mechanisms might be recognized by means of microstructural and mineralogical studies in exhumed fault zones. We discuss how earthquake source parameters (coseismic fault strength, weakening distances, energy budgets, etc.) might be derived from the field and laboratory experiments. Additionally, we discuss what needs to be considered in terms of fault zone geometry and morphology (focusing on fault surface roughness) in order to develop models of realistic fault surfaces and present theoretical considerations for microphysical modeling of laboratory data at seismic slip rates, with an emphasis on the case of melt lubrication. All experimental data and, in the case of melt lubrication, microphysical models indicate that faults must be very weak ($\mu < 0.1$) during coseismic slip. Moreover, experiments have shown that the slip weakening distance during coseismic slip is on the order of a few tens of centimeters at most under natural conditions, consistent with inferences from field observations. Finally, we discuss open questions, future challenges and opportunities in the field of earthquake mechanics.

© 2012 Elsevier Ltd. All rights reserved.

1. Introduction

Traditionally, earthquake mechanics have been investigated by the interpretation of seismic waves or by monitoring of active faults at the Earth’s surface (e.g. Lee et al., 2002). However, these methods can only be used to infer relative stress changes during a seismic event and thus yield incomplete information about the earthquake source (e.g. the dynamic strength and energy budget remain poorly constrained, e.g. Kanamori and Brodsky, 2004). In addition, the physical and chemical processes that are active during the seismic cycle, which might explain why a certain mechanical evolution is observed, cannot be investigated with these methods.

In recent years, several drilling programs (e.g. the Nojima Fault in Japan, Boullier et al., 2001; the Chelungpu Fault in Taiwan, Ma et al., 2006; and the San Andreas Fault in the U.S.A., Ellsworth et al., 2000) have been undertaken to probe active faults. In addition to gaining direct information on fault composition and the possibility to extract samples for use in laboratory experiments, fault drilling allows for real-time monitoring of in-situ parameters such as strain rate and pore fluid pressure, and for sampling high-quality seismological data via downhole seismometers. However, the costs of fault drilling projects are typically high, the fault zone volume sampled is very small and the maximum depth that can currently be drilled is limited (3 km or so). Some similar data come from active faults found in deep mines (e.g. McGarr et al., 1975; Reches, 2006; Lucier et al., 2008; Heesakker et al., 2011a,b), but these datasets are even more scarce.

An alternative multi-disciplinary approach to understanding earthquake mechanics is to combine field geology, microstructural...
observations, laboratory experiments and numerical modeling (a possible work-flow is outlined in Fig. 1). Field studies on exhumed fault zones (block A in Fig. 1) can establish whether seismic slip has occurred, based on the presence of pseudotachylytes for example (Sibson, 1975). Once this is established, the dominant deformation mechanisms within and surrounding the main slipping zones can be determined with the aid of careful microstructural and (micro)chemical analysis (block B in Fig. 1). Quantitative analysis of fault zone geometry, morphology and architecture using methods such as laser-scanning (Light Detection And Ranging; LIDAR), differential GPS and photogrammetry is necessary to provide input for large-scale numerical models (block D in Fig. 1). Experimental studies (block C in Fig. 1) that investigate the physical properties of the fault rocks, preferably under conditions that are close to those encountered in nature (i.e. $\sigma$, up to $\sim$200 MPa, slip velocities of $10^{-6} \text{--} 1 \text{ m/s}$, “ambient” temperatures up to 400 °C and the presence of (hydrothermal) fluids at elevated pressure), can be used to constrain or calibrate microphysical or empirical constitutive equations for use in large-scale numerical models (block D in Fig. 1). At the same time, experimental microstructures can be compared to natural microstructures to verify that the active deformation mechanisms are similar. An ideal final step is to integrate data from experiments and natural exposures of faults to realize numerical models capable of generating artificial seismograms that can be directly compared to observations of actual earthquakes (block D in Fig. 1). We are still some way from realizing such a complex numerical model, but significant progress has been made in recent years (e.g. Dunham et al., 2011a,b). In the following sections, we summarize and discuss progress that has been made in each of the four panels depicted in Fig. 1, with an emphasis on the recognition of dynamic weakening mechanisms in the laboratory, potential seismic slip indicators in the field, and their use in inferring earthquake source parameters, and on the difficulties associated with extrapolation of laboratory data to natural conditions and upscaling to a realistic fault including geometrical complexity.

2. Dynamic weakening mechanisms in the laboratory

In the past two decades, the development of high velocity friction apparatuses has inspired a large number of experimental
studies on the frictional properties of cohesive rocks and gouges at seismic slip velocities (on average 1 m/s, Heaton, 1990). These studies have shown that, independent of rock type and presence or absence of fluids, the resistance against shear, expressed by the sliding coefficient of friction (shear stress/effective normal stress), decreases dramatically above a certain threshold sliding velocity (see Fig. 2 and Di Toro et al., 2011). A dramatic drop in friction with increasing displacement is observed in a large majority of high velocity friction experiments, but the details of the evolution of friction and level of steady-state friction vary significantly with rock type and are probably dependent on the deformation mechanisms responsible for the observed weakening. Observations during and after the experiments in combination with theoretical considerations suggest that the following mechanisms might be responsible for the dramatic dynamic weakening: flash heating and weakening, melt lubrication, thermal decomposition, silica gel formation, thermal pressurization, fluidization, and (nano)powder lubrication (e.g. Rice, 1999; Tsutsumi and Shimamoto, 1997; Di Toro et al., 2004; Han et al., 2007a, 2010; Brantut et al., 2008; Goldsby and Tullis, 2011). Of these, melt lubrication has been unequivocally demonstrated in the laboratory, whereas the others have been inferred. Part of the reason for this is that different weakening mechanisms operate contemporaneously during high velocity sliding, depending on the thermal and microstructural evolution of the slipping zone (e.g. De Paola et al., 2011a; Niemeijer et al., 2011). The thermal evolution is controlled mainly by the applied normal stress, acceleration, slip rate and accumulated slip, whilst the microstructural evolution is controlled by wear rate, chemical reactions (triggered by the temperature rise in the slipping zone), and, in some cases, by preferential alignment of grains and shear localization. It follows that it is extremely difficult to truly isolate the different weakening mechanisms in a single experiment, especially during the initial stages of sliding (see Fig. 4 for the case of melt lubrication).

Furthermore, microstructural features and unstable phases that are produced during high speed sliding might be very short-lived, leaving little evidence in the microstructure after the experiment (e.g., Tisato et al., in press; Tullis and Goldsby, 2003).

### 2.1. Melt lubrication

The first experimental observations indicating melting of rock during fast slip include Friedman et al. (1974), Erismann et al. (1977) and Spray (1987, see also Fig. 3a and b). In the first two studies, melting was inferred from the presence of glass phases in deformed samples after the experiment. In contrast, Spray (1987) observed a “cherry red glowing interface” in an experiment on metadolerite using a friction welding apparatus at 5 MPa normal stress and 0.24 m/s mean slip velocity (experiments were done using a solid cylinder so that the slip velocity varied from 0 to $\omega r$ from the center to the periphery of the sample, with $\omega$ the angular velocity and $r$ the radius). Since these first observations, several experimental studies have investigated the effects of melt production at high slip rates on the friction of mostly igneous rocks with low quartz content (Tsutsumi and Shimamoto, 1997; Lin and Shimamoto, 1998; Hirose and Shimamoto, 2005a,b; Di Toro et al., 2006a,b; Del Gaudio et al., 2009). In these experiments, melt is produced during rapid slip and friction evolves from an initial peak (point a in Fig. 4) followed by a drop to a minimum (point b in Fig. 4) and a steady rise to a second peak (point c in Fig. 4, see also Tsutsumi and Shimamoto, 1997; Hirose and Shimamoto, 2005a,b; Del Gaudio et al., 2009; Niemeijer et al., 2011). When enough melt has accumulated to form a through-going continuous layer (see movies in the auxiliary material and Fig. 5) friction drops dramatically, following a decay that can typically be fit satisfactorily with an exponential equation of the form (e.g. Hirose and Shimamoto, 2005b):

![Fig. 2. Plot of steady-state friction coefficient as a function of slip velocity for a large variety of rock types, experimental conditions and apparatuses, showing that all rock types are extremely weak at high (seismic) slip velocities (1 m/s). Figure from Di Toro et al. (2011).](image-url)
\[ \mu = \mu_{SS} + (\mu_p - \mu_{SS}) \exp \left\{ \ln(0.05); \frac{|d - d_w|}{d_w} \right\} \]  

(1)

where \( \mu_{SS} \) is the steady-state friction coefficient (=shear stress over effective normal stress, ignoring cohesion), \( \mu_p \) is the friction coefficient at the onset of exponential weakening (which is not necessarily the peak friction), \( d \) is the displacement, \( d_w \) is the displacement at the onset of weakening (displacement at point c in Fig. 4) and \( d_p \) is an exponential slip weakening distance over which friction decays to 95% of the difference between the peak and steady-state friction (hence \( \ln(0.05) \)). Eq. (1) can only be used to fit the exponential decay of friction but not to fit the restrengthening that occurs during the final stage of deceleration of the experiments. Two examples of the evolution of friction with displacement from experiments on identical gabbroic rocks and their corresponding slip weakening distances are shown in Fig. 6. Note that Eq. (1) can be used to empirically fit the data with all parameters free, or by imposing values of \( \mu_p, \mu_{SS} \) and \( d_p \), which may yield slightly different results for the slip weakening distance. The initial evolution of friction is remarkably similar in both cases, after which the results start to diverge considerably. The difference in both the slip weakening distance and the level of steady-state friction can be explained by the difference in sample size. It has been established that steady-state melt lubrication in the laboratory involves a balance between the melt production rate (determined by the heat production) and the rate at which melt can escape the slipping zone by squeezing out of the unconfined cylinders (e.g. Nielsen et al., 2008). For a smaller sample, the distance that the melt needs to travel before being squeezed out is shorter, and this results in a less efficient lubricating effect of the melt. In addition, the slip weakening distance will be shorter in the case of the small sample. Because the slip rate of the center of the sample is zero, the heat production rate due to sliding (and thus temperature rise) is negligible and temperature only increases due to heat diffusion from the periphery towards the center of the sample. Therefore, in the case of a smaller sample, the central part will be heated faster and a balance between melt production and squeezing will be established earlier than for larger samples. Obviously, this sample size effect poses a serious problem if we want to extrapolate experimental results to natural conditions, and a microphysical model such as that of Nielsen et al. (2008, 2010a,b) is necessary to achieve this. 

Supplementary video related to this article can be found at doi: 10.1016/j.jsg.2012.02.018.

2.2. Flash heating and weakening

Flash heating is suggested to be a general weakening mechanism for most rocks at the early stages of slip, once a critical slip rate (usually in the range of 0.01–0.1 m/s) is overcome (e.g. Kohli et al., 2011; Goldsby and Tullis, 2011; Tisato et al., in press). Hirose and Bystricky (2007) reported dynamic weakening in experiments using solid cylinders of serpentinite at a slip velocity of 1.1 m/s and normal stresses up to 24.5 MPa. They measured an increase in humidity during slip and suggested this may reflect dehydration of serpentine. The bulk temperature along the sliding surface calculated for their experimental conditions was only 200 °C, well below the dehydration temperature of serpentine (~500 °C). However, the flash temperature calculated for the surface asperities was as high as 1200 °C, so Hirose and Bystricky (2007) explain the observed dynamic weakening by flash weakening occurring at asperities (i.e. thermal softening, see also, Rice, 1999, 2006; Rempel and Rice, 2006; Rempel, 2006; Rempel and Weaver, 2008; Beeler et al., 2008). It must be noted that the slip weakening distances observed in the experiments of Hirose and Bystricky (2007) are several orders of magnitude larger than that inferred from models (0.1–1 m vs. 4–40 µm, see Beeler et al., 2008), but this might be partly explained by the fact that the models assume a fully localized fault, whereas a considerable gouge layer (~100 µm thick) was observed after the experiments. A similar dynamic weakening in serpentinite at slip velocities of 0.1–0.4 m/s and 5 MPa normal stress was observed recently by Kohli et al. (2011). Furthermore, they observed the presence of talc at raised sites (i.e. asperities) along the sliding surface, indicating that temperatures at those sites reached at least 500–700 °C. In contrast to the results of Hirose and Bystricky, these authors report a slip weakening distance of 1–2 mm, which is still much larger than that inferred from models (Rice, 2006; Beeler et al., 2008). In another recent study, Goldsby and Tullis (2011) report results of high velocity friction experiments on several rocks (quartzite, novaculite, albite rock, granite and gabbro) at 5 MPa normal stress (except for novaculite where normal stress was 70 MPa) and observed strong weakening in all materials tested. The obtained mechanical data fit remarkably well with the model expectations (e.g. Rice, 2006; Beeler et al., 2008 and others) and previous plate-impact experiments on novaculite (Yuan and Prakash, 2008). Again, the observed slip weakening distance was on the order of 3 mm. However, in their experiments, Goldsby and Tullis (2011) observed a marked hysteresis in friction, i.e. friction during the initial acceleration from slow slip rates to the peak value is higher than that obtained during deceleration from the peak velocity, similar to the hysteresis observed by Kohli et al. (2011). Both explain this hysteresis by the mode of deformation: at the initial slow sliding deformation is distributed but localizes when velocity is increased to a value above the weakening velocity. This localization of slip takes up to ~3 mm to accomplish, explaining the observed long slip weakening distance. In contrast, when velocity is stepped down, the increase in friction occurs over a distance of only 3–4 µm, consistent with model expectations.

Results from recent experiments using SHIVA in combination with a high speed camera (Niemeyer et al., 2011) confirm that flash heating and subsequent weakening probably occurs during initial slip, at least in gabbroic samples (see Fig. 5 and high speed movies in auxiliary material). It must be noted that in these experiments, the initial flash weakening occurs over a very short time-interval (~20 ms) and what can be observed on the outside of the sample is probably related to the subsequent strengthening by the
migration of melt patches than to flash heating and weakening. In the models of Beeler et al. (2008), Rice (2006) and others, weakening occurs by thermal softening of contacting asperities. The velocity at which this weakening occurs then depends on the type of mineral(s) involved, on the temperature of mineral breakdown (dehydration, decarbonation, melting, etc.) and on the initial asperity size distribution. Typically, a single value for the asperity size is used in the models for ash weakening, although it is well known that asperity sizes vary across the sliding surface and evolve with sliding distance. In addition, a gouge layer is typically formed after only a small amount (few hundreds of micrometers) of displacement and it is unknown how this affects ash weakening (Tisato et al., in press, Fig. 3b). The details of the process remain thus rather enigmatic, partly also because of the difficulties in investigating flash weakening in high velocity rotary shear experiments due to relatively low data acquisition rates (this was just recently addressed by Goldsby and Tullis, 2011 or Niemeijer et al., 2011, see also Fig. 4), the small amount of reaction products produced (which are difficult to detect with standard analytical techniques and often unstable, Tisato et al., in press) and apparatus vibrations during initial sliding. To obtain small displacements of few centimeters at most at (sub-)seismic velocities (0.01e0.3 m/s), the samples have to be abruptly accelerated and decelerated. This typically results in vibrations of the apparatus that significantly affect the mechanical data. At the same time, the small slip impedes the achievement of larger bulk temperatures in the slipping zone and the production of reaction products detectable with standard analytical techniques (Tisato et al., in press). If larger displacements are imposed, other weakening mechanism might operate (see Fig. 4). A systematic experimental study aimed at understanding the details of initial sliding by varying the normal stress, acceleration and peak slip velocity, should significantly improve our understanding of the various input parameters for the models of flash weakening which will allow extrapolation to natural conditions.

2.3. Carbonate decomposition and nanopowder lubrication

Han et al. (2007a, 2010) showed that decarbonation of both calcite and dolomite marble occurred when samples were deformed at moderate normal stress (~10 MPa) and relatively high slip velocity (>0.1 m/s). In these experiments, the total slip was of the order of meters, so longer than those reported in Section 2.2. They measured an increase in CO2 concentration that accompanied strong dynamic weakening and concluded that thermal decomposition of the carbonates occurred. Observations of the slip surfaces after the experiments demonstrated the presence of very fine-grained (<1 mm) powders of lime (CaO) and portlandite (Ca(OH)2) (Fig. 3c and d). Experiments run on pre-decarbonated samples also showed strong weakening, so it was concluded that the weakening was not caused by increased fluid pressure due to the release of CO2 but rather by nanopowder lubrication, a well-known phenomenon in tribology (e.g. Heshmat, 1991, 1995; Wornyoh et al., 2007). Han et al. also performed a number of slide-hold-slide tests which demonstrated that the nanopowders coating the sliding surface rapidly restrengthen during short periods (as short as 4 s) of no sliding. The microphysics of nanopowder lubrication is not completely clear, but it has been suggested that when the grain size is extremely small (<1 mm), rolling of grains dominates over sliding between grains (Chang et al., 2006; Han et al., 2010; Rapoport et al., 2003). Recent high velocity rotary shear experiments demonstrated that dynamic wear of initially intact rock samples of Sierra White Granite produces a similar powder lubrication effect (Reches and Lockner,
In this study, at relatively low normal stress (<10 MPa), a decrease in wear rate was observed that coincided with a decrease in friction (Reches and Lockner, 2010), which suggests that a critical gouge layer thickness had been reached so that the wear loss along the (open) sample boundaries was balanced by the wear rate. Clearly, more experimental work on the details of the (nano)powder lubrication effect is needed, for instance on the effects of sample roughness on the production of (nano)powders.

2.4. Silica—gel lubrication

Goldsby and Tullis (2002) and Di Toro et al. (2004) demonstrated dynamic weakening at relatively low slip rates (as low as 1 mm/s) in experiments using cylinders of Cheshire quartzite (>95 wt% quartz) and Arkansas novaculite (>99 wt% quartz). The first study was done at normal stresses up to 100 MPa and a slip rate of 3.2 mm/s, while the second study investigated normal stresses up to 5 MPa and slip rates up to 150 mm/s. In contrast to most high velocity experiments, the observed velocity and slip dependence of friction could not be attributed to thermally-activated reaction and weakening mechanism, since the maximum temperatures measured (with thermocouples) and estimated (numerical modeling) were below 150 °C (Goldsby and Tullis, 2002; Di Toro et al., 2004). Instead, the dynamic drop in friction was attributed to amorphization of silica and gel formation via shearing and comminution in the presence of moisture (mechanically-induced reaction, for discussion about mechanically vs. thermally induced reactions, see Di Toro et al., 2011, Fox, 1975, Fisher, 1988). The gel layer behaves like
a thixotropic fluid, the time-dependent analogue to time-independent shear-thinning of a fluid (Goldsby and Tullis, 2002; Shaw, 1980). If a thixotropic fluid is sheared at a constant velocity, shear stress (viscosity) eventually reaches a constant value, which depends on the sliding velocity, as a result of a dynamic balance between the reformation and breakdown of the structural elements within the fluid. Similar mechanical results were reported by Hayashi and Tsutsumi (2010) in experiments using chert and quartz gouges. In this paper, the presence of hydrated amorphous silica, i.e. silica gels, was confirmed after the experiment using micro Fourier transform infrared spectroscopy. The authors noted that the formation of a hydrated amorphous silica layer involves the reaction of silicon oxide to hydrated silica which requires a large activation energy. The reaction is probably promoted even at relatively low sliding velocities by mecano-chemical effects, i.e. by high contact stresses at asperities or by comminution producing fine-grained particles (Fox, 1975; Fisher, 1988).

In addition to silica gel formation in highly siliceous rocks, Roig Silva et al. (2004) showed similar weakening in experiments on solid samples of Tanco albite rock (68.6 wt% SiO₂) and Westerly granite rock (69.2 wt% SiO₂) at a normal stress of 5 MPa. In addition, they found no weakening for a sample of gabбро rock (50 wt% SiO₂) and showed that steady-state friction at constant velocity and displacement decreases with increasing SiO₂-content. These observations suggest that weakening due to the formation of an amorphous silica gel formation might be quite common in silica-bearing rocks. However, experimental results on weakening by silica gel formation to date remain limited to either high normal stress and low slip rate (112 MPa and ≤ 3.2 mm/s, Goldsby and Tullis, 2002) or low normal stress and high slip rate (5 MPa and ≤ 150 mm/s, Di Toro et al., 2004). It has yet to be confirmed how important weakening via silica gel lubrication is at conditions of high slip rate and normal stress. In fact, experiments on Arkansas novaculite at 20 MPa and 1 m/s resulted in the production of frictional melting and melt lubrication (Di Toro et al., 2006b). However, these tests were done at room humidity conditions, whereas the presence of free water, as is the case in natural fault zones, might buffer the increase in temperature, reducing the possibility of bulk melting and melt lubrication and possibly increasing the importance of silica gel lubrication. Further work is necessary to establish the possible activation of silica gel lubrication during earthquakes.

2.5. Moisture drainage

Experimental work by Mizoguchi et al. (2006, 2009a) using silica-poor rocks such as gabbros also showed significant dynamic weakening, although frictional heating was limited due to low normal stress and/or low slip velocity. In addition, strong fault strength recovery (healing) was reported from slide-hold-slide experiments. The observed healing was larger for experiments in which the normal stress was removed during the periods of no slip (“unconfined” test, see Mizoguchi et al., 2009a), and the healing rates were an order of magnitude larger than typical values for conventional low velocity experiments (e.g. Beeler et al., 1994; Karner et al., 1997; Karner and Marone, 2001; Tenthorey and Cox, 2006), and about twice as large as values obtained for experiments in which solution-transfer processes were active (Niemeijer and Spiers, 2006; Niemeijer et al., 2008). The observation of the large strength recovery and the absence of quartz suggest that a weakening mechanism other than silica gel formation was operating in these experiments. Mizoguchi et al. suggested that the observed weakening was the result of moisture drainage at the contact scale during frictional heating, followed by cooling and water absorption during hold periods resulting in strength recovery. It should be noted that an artificial gouge layer up to 50 μm thick was produced in all the experiments. It is unknown whether the moisture-related weakening/strengthening mechanism could operate under natural conditions where normal stresses and fluid-content are typically much higher.

2.6. Dynamic weakening in gouges

In addition to the experiments above, that used cylinders of rock on rock, many high velocity experiments have been performed at low normal stress (typically -2–3 MPa) using artificial gouge layers sandwiched between two ‘wall rocks’ (Mizoguchi et al., 2009b; Boutareaud et al., 2008, 2010; Brantut et al., 2008, 2011; Ferri et al., 2010; Kitajima et al., 2010; Ujiie and Tsutsumi, 2010; De Paola et al., 2011a). Interpretation of these experiments is complicated by: 1) the varying contribution to friction of an outer confining sleeve (typically Teflon®); 2) the use of solid cylinders as wall rocks, resulting in variable slip velocity and frictional heating from the center to the edge of the sample, and 3) decomposition of Teflon® (~260 °C) due to heating along the sample-teflon sleeve interface. This may release aggressive gases (mostly CF₄) into the gouge layer inhibiting or promoting chemical reactions and modifying the gouge microstructures.

2.6.1. Dynamic weakening in gouge: thermal pressurization and devolutilization

Many rock-forming minerals contain volatiles (H₂O, CO₂) that might be released by dehydration or decarbonation reactions at elevated temperature. As these volatiles are released, they might become trapped leading to an increase in pore fluid pressure, a decrease in effective normal stress and thus a decrease in shear strength. Similarly, when fluids are heated, they expand much more than rocks and thus the pore pressure increases. Experimentally, it is very difficult to measure in-situ pore fluid pressures in gouge samples, especially during high velocity experiments. However, numerous authors have reported evidence that the release of pore fluid, either by dehydration or by heating of the pore fluid, occurred during their experiments.
In a study on natural fault gouges obtained from outcrops of the Nojima Fault (SW Japan) that slipped during the 1995 Kobe earthquake, dramatic weakening was observed at a slip velocity of 1.03 m/s and 0.62 MPa normal stress, as well as for artificial quartz gouge sheared under the same conditions (Mizoguchi et al., 2009b). Although the authors did not reach conclusions about the active deformation mechanisms responsible for the weakening, they did conclude that the crucial factor was the heat production rate (the product of shear stress and slip velocity). Microstructural observations after the experiments demonstrated a localized zone of slip as thin as 30 μm along the wall rock–gouge interface, as well as flow structures similar to those observed in samples taken from the fault gouge that was interpreted to have slipped seismically during the Kobe earthquake.

De Paola et al. (2011a) observed two separate steady-state friction levels during experiments on dolomite and Ca-bearing dolomite gouges. The first and lowest steady-state friction level followed dynamic weakening and was interpreted to reflect a combination of flash weakening, thermal pressurization and, probably to a lesser extent, nanopowder lubrication (Fig. 3f). The second, slightly higher, steady-state friction level appeared after ca. 15–20 m of displacement and was accompanied by release of CO2 from the gouge layer. The authors interpreted this small increase in friction as an indication that trapped CO2 was lowering the frictional strength of the gouge during the first steady-state friction level (i.e. thermal pressurization). Similarly, pore fluid pressure increase as a result of dehydration of kaolinite was invoked as the dynamic weakening mechanism by Brantut et al. (2008) based on the observation of partial amorphization and dramatic grain size reduction of the kaolinite in a localized slipping zone (1–10 μm thickness). X-ray diffraction analysis indicated the presence of dehydrated kaolinite. In experiments on gypsum, pressurization due to dehydration of gypsum in addition to the water vapor transition was demonstrated by Brantut et al. (2011). Microstructural and X-ray diffraction analysis showed a progressive increase in the thickness of a dehydrated layer containing bassanite (2CaSO4·H2O) and in the extreme case anhydrite (CaSO4). Thermodynamic considerations suggest that endothermic dehydration reactions might buffer the temperature of fault zones during seismic slip (Brantut et al., 2011), thereby potentially inhibiting the activation of other weakening mechanisms such as melt lubrication.

2.6.2. Dynamic weakening in gouge: fluidization

Here, we consider fluidization to describe a transformation from a solid-like state to a fluid-like state and can be associated with either high particle velocity or high pore fluid pressure. As such, it is difficult to study in the laboratory, but some microstructural features such as flow structures might be used as indicators that gouge was fluidized (Fig. 3h from Mizoguchi et al., 2009b).

Boutereaud et al. (2008) showed that so-called clay clast aggregates (CCA’s, central clasts surrounded by a variable-thickness outer cortex of fine-grained clays) were produced experimentally during fluidization of water-saturated clay-bearing fault gouges collected from the Usukidani Fault (SW Japan) at a normal stress of 0.6 MPa. In later studies, CCA’s were reported from high velocity friction experiments on fault gouge from the Punchbowl Fault, CA, U.S.A. (Kitajima et al., 2010, σn of 0.2–1.3 MPa), on smectite-rich gouges from the slip zone of the 1963 Vaiont landslide (Ferri et al., 2010, σn of 1.0 MPa), and from kaolin-bearing fault gouges from the Median Tectonic Line, Japan (Boutereaud et al., 2010, σn of 0.6–1.2 MPa). In all cases, dramatic dynamic weakening was accompanied by significant dilatancy (Ferri et al., 2010) suggesting that pressurization of the gouges by water released from the clays was occurring. CCA’s were observed independent of the initial saturation conditions (i.e. room humidity or water saturated) in most studies (Boutereaud et al., 2008, 2010; Kitajima et al., 2010), with the outer cortex typically having a thickness less than 15 μm. The clast mineralogy varied and mimicked the bulk mineralogy, i.e. clasts were quartz, feldspar, calcite or even aggregated (and foliated) clays. Boutereaud et al. (2010) demonstrated that a critical slip velocity may be required before abundant CCA’s are formed in the gouge layer. They did, however, also report CCA’s forming at slip velocities of only 0.09 m/s, raising some doubt as to whether they can be used as an unequivocal indicator of high slip speeds.

Interestingly, Ferri et al. (2010) did not find any CCA’s in samples that were deformed in the presence of free fluid. However, it was inferred that in the water-saturated case, the free fluid formed a through-going continuous layer at one of the wall rock-gouge interfaces, effectively totally lubricating the sliding surface. Similarly, in the study of Boutereaud et al. (2010) CCA’s were reported for velocities of 0.9 m/s and higher only under saturated conditions. In combination with their calculations of a lower temperature for saturated conditions than that for dry conditions for a given sliding velocity, this suggests that a critical temperature might be required to produce CCA’s. The authors related the critical temperature required for the production of abundant CCA’s to the water liquid–vapor transition. It was inferred that thermal pressurization occurred as a result of this transition. Sub-rounded clasts that survived the initial comminution process were capable of deforming by grain rolling as a result of the dilatancy and were then wrapped by nanometric particles present in the gouge matrix. Electrostatic forces and capillary forces were proposed to control the aggregation process, whereas short-range capillary forces kept the aggregated particles bounded to the central clast. In this view, clay particles are especially prone to being aggregated, owing to their surface charge.

It must be noted that all experiments to date that produced CCA’s were conducted at low normal stress and on clay-rich fault gouges and it remains unclear whether CCA’s can be produced at higher normal stresses and/or in fault gouges of different mineralogy.

3. Estimation of earthquake source parameters from laboratory experiments

Laboratory experiments that reproduce earthquake slip rates can be used to determine numerous earthquake source parameters comparable to those derived from seismological and field observations (see Section 5 and Beeler, 2006 for a review). However, there are several caveats that complicate a direct comparison with seismological-derived data. First of all, in seismology only relative shear stress (i.e. traction) levels can be determined and the effective normal stress on the fault is poorly known. Moreover, the stress values are averaged across the fault, although faults are highly inhomogeneous and both friction and stress will vary across the fracture surface. Also, the initial stress level in experiments is typically zero and any measured initial peak friction is essentially a failure stress where the sample starts to rotate, whereas the static initial stress level in nature will vary between zero and the yield stress of the fault (static friction). Finally, the samples used in the experiments consist of a single, flat and smooth sliding surface, without the complex roughness and geometry which characterize natural faults (see Section 6).

3.1. Rate-and-state friction (RSF) equations

A well-developed body of studies has been available which describes experimental results on rock friction at relatively low slip rates (e.g. Dieterich, 1978, 1979; Ruina, 1983; Mair and Marone, 1999; Marone, 1998; Marone and Kilgore, 1993). Their mathematical formalization, known as rate-and-state friction (RSF), occurs in terms of a set of differential equations governing one or more...
hidden, empirical state variables. In a rock against rock contact interface, given the presence of natural roughness, it is speculated that friction evolution is controlled by the renewal of contact asperities. However, the classical RSF formulation can also simulate the behavior of more complex interfaces, where a powder layer separates the two blocks, following a proper rescaling of the governing parameters (e.g. Marone and Kilgore, 1993; Sammis and Steacy, 1994). In these cases, the interpretation of the friction evolution is more complicated. The RSF formalism remains an empirical representation of experimental results, which makes its extrapolation to conditions not covered by the experiments somewhat speculative. In particular, the operation of time-dependent and/or thermally-activated processes during deformation requires understanding of the underlying kinetics to reliably extrapolate experiments to natural conditions (e.g. Bos et al., 2000; Niemeijer and Spiers, 2006, 2007; Giger et al., 2008). Time-dependence of friction in the RSF formulation is modeled through the somewhat enigmatic state variable which has no physical basis. However, classical RSF equations have been widely used in models of fault slip nucleation and propagation both for quasi-static, slow slip (e.g. Kuroki et al., 2004; Yoshida and Kato, 2003; Liu and Rice, 2005; Rubin, 2008) and dynamic slip (e.g. Rice and Tse, 1986; Dieterich, 1992; Fulgereanu and Madarasa, 1998; Bizzarri and Cocco, 2003) and the temporal distribution of aftershocks (e.g. Dieterich, 1994; Harris and Simpson, 1998; Ziv and Rubin, 2003).

While the validity of the classical RSF formulation has been clearly verified for relatively slow slip velocities in many experimental studies, it is unlikely to hold for more extreme conditions where both normal stress and slip velocity are relatively high, as expected during the dynamic phase of seismogenic slip on crustal faults. Indeed, while RSF allows for total reversibility of friction with velocity, this is obviously not the case if conditions of slip promote phase transitions due to the high release of mechanical work and heating. As a consequence, the effect of slip velocities in the seismic range (>1 m/s) has been thought for some time now to induce previously unknown and perhaps dramatic effects on the frictional evolution, although it was not easy to verify this experimentally before the development of high velocity rotary shear apparatuses. Prior to this, some speculative modifications or extensions of the classical RSF such as the effects of pore fluid pressure (e.g. Segall and Rice, 1995) were proposed and included in fault rupture modeling under dynamic conditions (Zheng and Rice, 1998; Nielsen and Carlson, 2000).

### 3.2. Modeling high velocity friction

As discussed in Section 2, most of the weakening reactions during high velocity experiments are thermally triggered during intense heating in the vicinity of the sliding interface. A comparison of experiments performed on novaculite (100% quartz) in different machines and varying conditions (silica–gel lubrication, Goldsby and Tullis, 2002; Di Toro et al., 2004; melt lubrication, Di Toro et al., 2006b), suggests that it is the combination of normal stress and slip rate (or work rate MW m$^{-2}$) rather than the combination of normal stress and slip (MJ m$^{-2}$) that controls the activation of different weakening mechanisms (Fig. 7). In the case of steady-state friction coefficient vs. work, melt lubrication and silica–gel lubrication data overlap (Fig. 7a) but when the same friction data are plotted vs. work rate, the different weakening mechanisms separate in two different regimes: silica–gel lubrication at low work rate and melt lubrication for large work rate (Fig. 7b). Work rate controls the heat flux (i.e. temperature increase) and wear rate (i.e. the amount of new surface produced which will be prone to chemical reactions): both temperature increase and the formation of new surface area control the kinetics of the reactions occurring in the slipping zone and are thus possibly related to the weakening mechanism. As a first approximation, a model describing many frictional processes occurring under high slip velocity should include temperature as a key variable. In such a model, shear work provides a principal heat source, while heat diffusion and, in the advanced stages of the process, latent heat absorbed by phase transitions act as heat sinks or thermal buffers which limit the rise of temperature. These basic ideas were applied in order to describe the expected thermal evolution of a sliding interface in the presence of melt (Fialko and Khazan, 2005; Nielsen et al., 2008, 2010a,b), decarbonation (Sulem and Famin, 2009) and dehydration (Brantut et al., 2010).

In the case where the melting temperature is reached, the formation of a pervasive melt layer is observed in crystalline rocks both on some ancient fault outcrops (see Sections 4 and 5) and in laboratory experiments (see Section 2, Figs. 4 and 6). Melting temperatures are reached only at high slip rates because diffusion has no time to achieve a consistent heat loss. It was proposed that the advanced stages of frictional evolution (after the onset of pervasive melting across the sliding interface) are controlled by the shear resistance of a thin melt layer whose temperature, viscosity and thickness vary as slip evolves (Fialko and Khazan, 2005; Nielsen et al., 2008). The analysis of this case is quite complex, as it involves the solution of the Stefan problem of thermal diffusion in the presence of an advancing melt/solid interface, while accounting for shear heating and extrusion of a melt mass with variable viscosity and temperature. Using a series of assumptions, it is possible to build an analytical model and derive an expression for the steady-state friction (i.e. under a constant or slowly varying slip rate) as a function of velocity and normal stress (Nielsen et al., 2008; for an example of the predicted shear stress and shortening, see Fig. 8a). This model predicts that friction does not increase linearly with normal stress, but rather according to a power law where the exponent is smaller than 1 (theoretically predicted value is ½). The model also predicts that friction decreases with increasing slip rate (i.e. rate-weakening behavior). Both predictions appear compatible with experimental observations, although the exponent for the normal stress dependence seems to underestimate the actual observations (for recent experiments under a wide range of normal stress the exponent appears closer to ½ than ¼, see Fig. 8b and Niemeijer et al., 2011). For simplicity, the model assumes that the melt layer is sandwiched between two parallel planar faces, permitting the analysis of shear and extrusion mechanics in a closed mathematical form. In fact, the rock faces on either side of the melt are quite rough on the small scale (Hirose and Shimamoto, 2005a) and the typical asperity elevation is not small compared to the average melt thickness (an indicative value is about 100 µm, Nielsen et al., 2010a). It follows that the assumption of planarity is a rather rough simplification, a likely cause of the misfit observed for the exponent value.

In an attempt to include some effects of the small-scale interface roughness in the model, Nielsen et al. (2010a) describe the evolution of the phase boundary in a polyminerotic rock undergoing fast melting. They show that the rugosity is determined by the melting rate, which is controlled by the heat production rate. A higher heat production rate induces faster melting, which results in a relatively smooth melt/solid interface. Since heat production rate is proportional to slip rate, this has an interesting consequence (though this aspect needs to be further explored both in the field and experimentally): it may be possible to estimate the average slip rate during an ancient earthquake from observations of microstructures and small-scale roughness in the corresponding fossil fault (see Section 5). In general, frictional melt fundamentally differs from classical RSF in its irreversible nature and in its strong non-linear dependence on the conditions of normal stress and sliding
velocity, generally described in the form of power laws. Will it prove to be the case also for high velocity sliding friction in the absence of melt? The evolution of frictional melt is indirectly controlled by temperature, through a series of thermally-activated processes involving melt production and the growth and persistence of a sufficient melt layer to insure lubrication. Several other processes involving phase transitions other than melting are observed to occur under seismic slip conditions and it is clear that they are also related to thermally-activated phase transitions (Brantut et al., 2008; Han et al., 2007a,b, 2010; Kitajima et al., 2010). Given the common importance of temperature evolution in these processes, we may speculate that the characterization of friction

Fig. 7. Steady-state friction coefficient of novaculite vs. the work per unit fault surface (top) and vs. work rate per unit fault surface (bottom). (a) In the case of steady-state friction vs. work, gel lubrication occurs at higher work per unit fault surface in the experiments performed by Goldsby and Tullis (2002) than in the experiments performed by Di Toro et al. (2004). This is because of the higher applied normal stress (up to 112 MPa) imposed in the experiments performed by Goldsby and Tullis (2002) with respect to that (5 MPa) imposed by Di Toro et al. (2004); slip distance was almost the same (about 2 m). One data for gel lubrication overlaps with the work done to produce melt lubrication in novaculite. In the latter case, normal stress was 15 MPa and slip 3 m (Di Toro et al., 2006b). The work per unit fault surface does a poor job in discriminating the different weakening mechanisms. (b) In the case of steady-state friction coefficient vs. the work rate, the data from Goldsby and Tullis (2002) obtained at about 112 MPa and 3.2 mm/s overlap with those obtained at 5 MPa and 0.1 m/s from Di Toro et al. (2004). In both cases silica gel lubrication is the weakening mechanism and the data for silica gel lubrication is distinct from the data where friction melting was observed. The latter was obtained at about 35 MPa normal stress and 1.3 m/s slip rate. A comparison between diagrams (a) and (b) suggests that it is the work rate (or power density), rather than mechanical work, that allows to discriminate between the weakening mechanisms.
observed and modeled in the presence of melt (in terms of the non-linear, power law dependence of its parameters) will, to some extent, also apply to non-melting processes. The dependence of shear stress on normal stress is of particular importance, since this will determine the power and thus heat production during the seismic slip event. This assumption should be tested as more HVRF experiments are performed on non-crystalline rocks (e.g. carbonates) where melting is less likely to occur and is indeed only observed experimentally in extreme cases.

3.3. Determination of seismological parameters directly from laboratory results

Despite the difficulties in extrapolating experimental results to natural conditions mentioned above, it might be worth to determine parameters such as slip weakening distance, dynamic stress drop and breakdown work in the laboratory (see for an excellent review, Beeler, 2006), and to investigate their dependence on rock type, normal stress, slip velocity and acceleration/deceleration. Unfortunately, the slip weakening distance is the only parameter that has received considerable attention in previous experimental studies. Nonetheless, this parameter is poorly defined and different authors use different approaches to determine its value. In seismology, the slip weakening distance is defined as the distance over which traction reaches a minimum value (e.g. Beeler, 2006; Tinti et al., 2009; Cocco et al., 2009). However, in experiments it is often not straightforward to obtain a slip weakening distance in a consistent, reproducible manner. For example, Di Toro et al. (2011) defined a thermal weakening distance as the distance over which friction falls 1/e (or 68% reduction of the stress drop from the peak to the steady-state), whereas Hirose and Shimamoto (2005b) and Mizoguchi et al. (2009a) define the slip weakening distance as the distance over which the reduction of the stress drop is 95%. Using 1/e, which corresponds to a significant stress drop, slightly simplifies the mathematical expressions of the dynamic weakening (see Di Toro et al., 2011, suppl. information).

As an example for these kinds of problems, in Fig. 9 we show two friction evolution curves for two experiments using gabbro and marble. Here, the evolution of friction with displacement is fit well by Eq. (1) for the gabbro data, defining a slip weakening distance of 0.78 m, but the equation does not fit the marble data as well. In fact, it seems that there might be two different distances over which friction decreases in the case of marble. As a comparison, we inverted the marble data using rate-and-state friction (RSF) using Dieterich’s slowness equation and two state variables (see e.g. Marone, 1998 and Niemeijer et al., 2010) and obtained a reasonable fit with two characteristics slip weakening distances of 0.13 and 1.767 m. The inversion was done by assuming an instantaneous velocity-step from the velocity at the peak friction (0.65 m/s in this case) to the steady-state velocity (6.5 m/s). Although it is interesting to see that it is possible to use RSF to fit the experimental data, the physical significance of two characteristic slip distances remains unclear and a detailed discussion is beyond the scope of the present contribution.

Tsutsumi and Shimamoto (1997) already recognized that the slip weakening distance from high velocity friction experiments, $d_w$, differs from the characteristic slip distance from slow slip rate experiments, $d_c$, determined by fitting data with the empirical rate-and state friction equations (e.g. Dieterich, 1979; Ruina, 1983). Whereas the characteristic slip distance, $d_c$, is typically described as a material parameter, related to the asperity distribution of the sliding contacts, the slip weakening distance, $d_w$, can be directly associated with mechanical (such as powder lubrication) and
thermal weakening (such as frictional melting) processes and hence with the heat budget of the fault (see e.g. Beeler, 2006). Since the power and the heat production rate per unit fault surface during seismic slip is proportional to the product of the shear stress and the slip velocity, and shear stress depends on normal stress (see also Section 6), $d_w$ should vary with both and cannot be seen as a material property. Indeed, experimental studies have shown that the slip weakening distance is a strong function of normal stress and slip velocity, independent of the actual weakening mechanism that is operating (Hirose and Shimamoto, 2005b; Beeler, 2006; Mizoguchi et al., 2007; Han et al., 2010; Kitajima et al., 2010; Di Toro et al., 2011; Niemeijer et al., 2011). In Fig. 10, we show a plot of the slip weakening distance (in this case, the thermal weakening distance, defined as the distance over which friction falls to 1/e of its peak value, which translates to 1/3 of $d_w$) from a suite of experimental studies covering various rock types as a function of the product of normal stress and the square root of slip velocity. It is striking to note that in the case of friction melting, the data (black dots in Fig. 10) can be fit by a log-linear relation. The dependence of $d_w$ on $(\sigma_n \sqrt{v})^{-\alpha}$ during the decay of shear stress from the peak value to steady-state can be explained as follows. In the case of melt lubrication, we may assume that dynamic weakening is achieved when a given temperature rise $\Delta T$ has occurred on the fault (for example, a temperature rise such that a pervasive melt layer is formed). The temperature rise is due to frictional work on the fault plane, which is produced at a rate $\tau v$. If we assume that during the initial slip transient the product of shear stress and slip rate $\tau v$ can be equated to a constant value, then the temperature rise on the fault can be equated (by solving the heat diffusion with constant heat inflow, Carlslaw and Jaeger, 1959) to the square root of time $t_{th}$ such that $\Delta T = \tau v (t_{th})^{0.5} / \rho c \sqrt{\kappa \pi}$ where $t_{th}$ is the time necessary to achieve weakening. Under the approximation that the velocity $v$ is constant we may write the weakening distance as $d_w = \sqrt{\kappa \pi} v t_{th}$, which implies that

$$d_w \propto (\tau \sqrt{v})^{-2}. \quad (2)$$

For Mohr-Coulomb type friction ($\tau = \mu \sigma_n$), Eq. (2) would imply a weakening distance inverse to the square of the normal stress. However, in the case of melt-lubricated faults, the stress during the weakening phase is not constant and only the initial peak stress appears to follow Mohr-Coulomb friction. According to both experiments and theoretical models, once sliding has started the shear stress adopts a non-linear dependence on normal stress in the form of a power law during both transient and steady-state regimes. For example, the steady-state sliding stress for melt lubrication in gabbro experiments shows a power law with an exponent close to $\alpha = 0.5$ (Niemeijer et al., 2011), while a value of $\alpha = 0.25$ is predicted by theoretical models (Nielsen et al., 2008, 2010b). It follows that the inverse square dependence of $d_w$ implied by a linear dependence on normal stress cannot apply to the case of frictional melt (Nielsen et al., 2010b; Niemeijer et al., 2011), where the normal stress dependence is quite complex. If we empirically fit the dependence of $d_w$ on both normal stress and velocity for experiments performed under constant sliding velocity on gabbro samples (Nielsen et al., 2010b; Niemeijer et al., 2011) we find that

![Fig. 10. Log-log plot of the thermal weakening distance (defined as the distance over which friction falls to 1/e of the peak value, $d_w$ is 3 times this distance) as a function of the product of normal stress and the square root of the velocity, equivalent to the power supplied to the sample for a variety of rock types. An inverse linear relation (in log-log space) seems to the data pretty well. Note that the data for gabbro extend to conditions equivalent to those occurring in natural earthquakes (i.e. at a velocity of 1 m/s and 100 MPa normal stress).](image-url)
with $\alpha = 1$. For thermally-activated weakening mechanisms other than melting, discussed in Section 2, no microphysical model exists to date that relates the shear stress with normal stress and only some experimental results are available.

For carbonates, Han et al. (2010) used a $1/\sqrt{\sigma_n}$ dependence to fit their slip weakening distance data, similar to the fit used by Brantut et al. (2008) for clay-bearing gouges, but for a narrow normal stress range (0.3–1.3 MPa). Both these fits are consistent with a Mohr-Coulomb-type dependence of shear stress on normal stress, implying that for these experiments, deformation can still be considered "brittle". However, it is unclear what the value of the exponent would be if a general power law had been used to fit their data. De Paola et al. (2011a) reported a power of $-1.4$ for experiments on dolomite gouges, but since they infer that thermal pressurization occurred during the first steady-state stages in their experiments, it is not clear how $d_w$ evolves with effective normal stress. Moreover, it is not obvious if these relations will hold at higher normal stresses, so without a microphysical model, scaling and extrapolation of the experimentally obtained slip weakening distances to natural conditions remains problematic and requires knowledge about the potential dynamic weakening mechanism(s).

Few studies discuss the other seismological parameters that can potentially be extracted from high velocity experiments, such as breakdown work (fracture energy) or stress drop. Mizoguchi et al. (2007) estimated a "fracture energy" (breakdown work in our terminology) of $1–3$ MJ/m² from their high velocity friction curves on fault gouge samples from the Nojima Fault that ruptured during the 1995 Kobe earthquake, which is the same order of magnitude as the seismological estimate. In addition, they showed that there was no systematic dependence of the breakdown work on normal stress. Similar results were obtained by Brantut et al. (2008), who reported values of $3.8–5.8$ MJ/m² and no dependence on normal stress. Note that these experiments were performed on fault gouges sandwiched in between cylinders with a Teflon sleeve as the confining medium so that normal stress was limited to $<2$ MPa. In contrast, recent experiments performed on rings of gabbro up to $\sim 50$ MPa normal stress, showed indications that the breakdown work depends on normal stress as well as on the maximum slip velocity and acceleration (Fig. 11, Niemeijer et al., unpublished data). Note, however, that there is only a normal stress dependence visible when the breakdown work is normalized with respect to the total work expended in the experiment (compare Fig. 11a and b). Moreover, the value of the breakdown work is on the low end (1–3 MJ/m²) compared to seismological estimates of large earthquakes worldwide ($1–100$ MJ/m², e.g. Rice, 2006; Tinti et al., 2005). Slightly higher values for $W_b$ (up to 5 MJ/m²) were reported by De Paola et al. (2011a) for experiments on dolomite gouges, in agreement with $W_b$ estimates for the 1997 Colfiorito earthquake.

Fig. 11. Plots of the breakdown work ($W_b$) determined from friction evolution curves for experiments on gabbroic rocks under a wide range of experimental conditions (Niemeijer et al., 2011). (a) Breakdown work as a function of normal stress. (b) Relative amount of breakdown work as a function of normal stress. (c) Breakdown work as a function of sliding velocity. (d) Breakdown work as a function of acceleration.
that propagated in similar rock types. They also reported a power law dependence of the breakdown work on the slip weakening distance with a power of 0.47. From this, we can infer that in their case, the breakdown work decreases with normal stress as a power law with a power of ~0.66. So extrapolating their experimental data obtained at less than 2 MPa to natural conditions would imply a much smaller breakdown work for the conditions of the Colfiorito earthquake. It should be noted that observations and modeling indicate that the effective normal stress was low during this earthquake due to near-lithostatic pore pressures (e.g. Chiocchini and Cioni, 1989 and Miller et al., 2004), but at the same time the effective normal stress during the high velocity experiments of De Paola et al. (2011a) was unknown.

Part of the discrepancy between some of the experimental data and seismological estimates could be explained by the simple experimental configuration compared to natural earthquakes, where several other factors such as off-fault damage and fault roughness could affect the breakdown work and slip weakening distance. In addition, the high stress drops associated with thermal weakening in high velocity experiments does not compare well with seismological estimates, which suggest that the stress drop should be rather small. However, at this time only limited experimental results are available that cover a wide enough range of normal stresses to systematically investigate stress drops.

4. Indicators of seismic slip in fault zone rocks

In the following sections, we discuss possible indicators of seismic slip which might be observed in exhumed fault zone rocks, now exposed in outcrops or sampled in boreholes. We follow the definition of Cowan (1999), who defined seismic events as those that involve particle velocities (i.e. slip velocities) on the order of 0.1–1 m/s, occurring over relatively short time periods (less than a few seconds to tens of seconds). These slip velocities, together with rupture propagation, are expected to produce the seismic wave radiation of typical earthquakes (Heaton, 1990) and therefore non-volcanic tremor and slow earthquakes are not included in this definition.

As such, indicators of seismic slip in the field should provide evidence for both high particle velocities in the slipping zone and short-duration slip events. We stress that friction-induced melts (pseudotachylyte, Section 4.1) are currently the only unequivocal and widely accepted indicator of seismic slip in fault zone rocks (Cowan, 1999), but in recent years a number of other structures and microstructures have been proposed as potential indicators of seismic rupture speeds, some of which are discussed below. These have been proposed principally on the basis of field observations of exhumed fault zones, and rock deformation experiments carried out using rotary shear apparatuses, and must be rigorously tested using further observations.

4.1. Pseudotachylyte

The term “pseudotachylyte” was first used by Shand (1916) to describe dense aphanitic black rocks which occur in vein networks crosscutting a granitic intrusion from Parly, Orange Free State, South Africa, associated with the Vredefort Dome meteoric impact structure. The term is motivated by the true tachylites (sic) being black glassy volcanic rocks. Initially, Shand (1914) assigned a primary igneous origin to these rocks, but, after a more detailed investigation, he suggested a different melt origin for these rocks, defined as “explosive” in his 1916 seminal paper. Nowadays, it is clear that pseudotachylites are formed by melting of rock during “catastrophic” events such as impacts (Shand, 1916; Reimold, 1998); “superaffaults” (Spray, 1997), very large landslides (Erismann, 1979; Erismann et al., 1977; Masch et al., 1985; Lin et al., 2001) and earthquakes (Sibson, 1975; Lin, 2008; Di Toro et al., 2009) and subsequent solidification. Only those produced during earthquakes, also called “tectonic pseudotachylytes” (Magloughlin and Spray, 1992) will be considered in the following.

Tectonic pseudotachylites have been reported from thrust, strike-slip and normal faults and occur in a variety of host rocks, but mostly in crystalline, metamorphic or igneous rocks (for a review, see Sibson and Toy, 2006; see also Fig. 12a). They typically occur as fault or injection veins and can often be recognized by their dark color (e.g. Sibson, 1975; Di Toro and Pennacchioni, 2005). Where pseudotachylites occur as fault veins, they are often situated on the border of cataclastic horizons, have sharp boundaries and commonly overprint cataclasites (Di Toro and Pennacchioni, 2005). Thick pseudotachylyte veins can be found in dilatational jogs along non-planar sections of the fault (Di Toro and Pennacchioni, 2005).

An ongoing debate in the literature concerns the apparent scarcity of pseudotachylytes in exhumed fault zones (the so-called “local heat flow paradox”, Fialko and Khazan, 2005). A simple calculation of the bulk temperature rise expected at stresses typical of seismogenic depths (>50 MPa), seismic slip rates (1 m/s) and total slips (tens of centimeters to meters), indicates temperatures well above the melting point of most minerals, suggesting that pseudotachylites should be widespread in nature (~1300–1400 °C, see e.g. McKenzie and Brune, 1972; Sibson, 1980). Their apparent scarcity has led some authors (e.g. Sibson, 1973; Lachenbruch, 1980; Sibson and Toy, 2006; Brantut et al., 2010, 2011) to claim that pseudotachylytes are rare because they are not often produced (perhaps because other dynamic weakening mechanisms operate before melting occurs or because slip is not confined to a thin slipping zone as assumed in the above-mentioned calculation), whereas other authors prefer the explanation that it is difficult to preserve pseudotachylites during exhumation (e.g. Di Toro et al., 2009). Indeed, other authors suggest it is not an uncommon rock type at all, but that they might be easily missed given that their thickness is usually <1 cm (e.g. Spray, 1995; Di Toro et al., 2006b; Griffith, et al., 2008; Kirkpatrick and Shipton, 2009). This interpretation is supported e.g. by the case of the thin pseudotachylytes only recently found at Bear Creek (Sierra Nevada, California), after about 30 years of detailed structural geology surveying of the area (Griffith et al., 2008; Kirkpatrick et al., 2008, 2009). The same applies, at a larger scale, to the European Alps. This area has been mapped with the highest detail since the end 19th century—early 20th century. However, pseudotachylytes have only been found in the last 25–30 years, and are being recognized more and more.

A second point of discussion involves whether pseudotachylytes are produced by melting or by comminution (e.g. Wenk, 1978), but it has been well established that comminution occurs before and/or during melting, so that both are linked when producing pseudotachylites (Spray, 1995). Numerous field studies focus on analyzing the composition, structure and geochemistry of pseudotachylites (e.g. the role of water) and it is beyond the scope of this paper to discuss these here (for extensive reviews see Lin, 2008; Di Toro et al., 2009 and Snoke et al., 1998 and the two Special Volumes dedicated to pseudotachylites published by Tectonophysics in 1992 and 2005).

4.2. Clay Clast Aggregates (CCA) and other types of rounded, aggregate grains

Macrostructures resembling Clay Clast Aggregates (CCA) produced in the laboratory (see Section 2.6 and Fig. 3f and h) have been reported from the slip zones of natural clay-bearing faults, from the basal detachments of large rockslides, and from the slip zones of active normal faults in limestone from the central Apennines of Italy. Examples include:
1) “Snowballed” smectites found in exhumed fault gouges from the Alpine Fault, New Zealand (Fig. 5e in Warr and Cox, 2001). The clasts in this case contain rims of smectite surrounding central clasts of quartz, and are believed to be representative of relatively shallow levels of deformation (≤5 km, T ≤ 120 °C). In the same samples an ultrafine-grained matrix derived from altered pseudotachylyte glass was interpreted as evidence of older seismic slip and progressive exhumation from deeper levels (T ≤ 320 °C). Warr and Cox (2001) did not discuss the possible formation mechanisms of “snowballed” smectite rims, nor did they directly relate them to possible seismic slip speeds.

2) Clay Clast Aggregates found in the clay-bearing principal slip zone of the Chelungpu thrust Fault, at a depth of ~1.1 km, responsible for the 1999 Mw 7.6 Chi-Chi earthquake in Taiwan.
3) “Armoured” carbonate grains present within the detachment surfaces and sliding zones at the base of catastrophic landslides, like the Heart Mountain landslide in Wyoming and Montana (Beutner and Gerbi, 2005; Anders et al., 2010; Goren et al., 2010) and the Palisades landslide in southeastern Idaho (Anders et al., 2000, Fig. 12c). These rockslides accommodated several tens of kilometers of movement and are interpreted as catastrophic events that occurred in a few to tens of minutes (Goren et al., 2010). At Heart Mountain, the sliding zone is defined by a layer of ‘microbreccia’ up to 3.5 m thick, predominantly located within the Bighorn dolomite, a moderately to highly calcareous dolomite (Beutner and Gerbi, 2005; Anders et al., 2010). Inside the microbreccia, abundant armoured carbonate grains up to 1 cm in diameter are present, with a central clast of volcanic or carbonate material surrounded by a spherical outer cortex of fine-grained mixed material (Anders et al., 2010). The armoured grains are interpreted as forming during fluidization of the microbreccia associated with catastrophic, high speed (10–100 m/s) emplacement of the rockslide and thermally driven decomposition of the carbonates (Beutner and Gerbi, 2005; Anders et al., 2010; Goren et al., 2010).

4) Carbonate Clast-Cortex Grains reported from the principal slip zone of the seismically active Tre Monti normal fault in the central Apennines of Italy, exhumed from <1 km depth and <100 °C (Smith et al., 2011, Fig. 12d). The Tre Monti Fault cuts Mesozoic limestones, and the principal slip zone consists of ca. 100% calcite. Sub-rounded to angular clasts of calcite or reworked carbonate cataclasite are surrounded by an outer cortex of ultra fine-grained (2–3 μm) calcite. The outer cortex can be simple, containing only one recognizable lamination, or more complex, containing a series of internal laminations with complex geometry (e.g. Fig. 12d). The clast-cortex grains, up to 3 mm in diameter, are restricted to an ultracataclastic slip layer <10 mm in thickness, immediately adjacent to the principal slip surface, and are not found elsewhere within the fault core or host rocks.

These examples suggest that rounded, rimmed, aggregate-type grains can be found in nature and might be indicators of high slip speeds and localized fluidization of thin slipping layers. Many questions relating to the formation of aggregate-type grains and their significance remain, which includes the effects of normal stress (i.e. depth) on their formation and preservation, whether they form only above a critical slip velocity and whether they form stress (i.e. depth) on their formation and preservation, whether their significance remain, which includes the effects of normal stress (i.e. depth) on their formation and preservation, whether they form only above a critical slip velocity and whether they form stress (i.e. depth) on their formation and preservation, whether their signi-

4.3 Fluidized fault rocks

Fluidized fault rocks are (usually) cohesive, ultrafine, matrix supported aphanitic rocks found in the fault core and injected into the wall rocks (Lin, 1996; Otsubo et al., 2003; Ujiie et al., 2007; Brodsky et al., 2009; Meneghini et al., 2010; Smith et al., 2008). They might be distinguished from fine-grained cataclasites by the observation that clasts suspended in the matrix are usually rounded and randomly dispersed, suggesting preferential abrasion and wearing of the grain corners. In addition, “fragmented counterparts”—clast fragments that can be recognized as being derived from the same starting clast—are rarely identified (Otsubo et al., 2003; Monzawa and Otsubo, 2003; Smith et al., 2008). Fluidized fault rocks often lack any indication of slip localization, and, of course, have flow structures such as folding and fluidizing structures and undulating surfaces but no evidence of a melting stage (otherwise, they should be defined as pseudotachylites, see Section 4.1). According to this definition, fluidized fault rocks are a particular type of ultracataclasite (sensu Sibson, 1977). Fluidized rocks in fault zones have been found in subduction zone thrusts (Brodsky et al., 2009; Meneghini et al., 2010; Ujiie et al., 2007), strike-slip settings (Otsubo et al., 2003), and associated with both high- and low-angle normal faults (Smith et al., 2008, 2011). Fluidized fault rocks have been found associated with pseudotachylites (which suggests a coseismic origin, Otsubo et al., 2003; Meneghini et al., 2010), and with calcite/laumontite-bearing veins (which suggests the presence of fluids, Ujiie et al., 2007; Smith et al., 2008, 2011). Fluidal microstructures that resemble those found in nature such as folding and fluidizing structures (Mizoguchi et al., 2009b) and include also clay clast aggregates (CCA’s) and folding structures (Kitajima et al., 2010) have been produced in high velocity friction experiments conducted on clay-rich gouges (see Fig. 3). Fluidization is a deformation mechanism by which granular materials acquire the ability to fluidize like gas molecules, transmitting stress through intergranular collisions. Although the process of formation is not well known, it is expected that rock fluidization occurs because of rock pulverization in the presence of fluids, which leads to granular flow of a low viscosity material (few Pa s) resulting in a very low shear resistance during seismic faulting (Brodsky et al., 2009). In particular, the presence of injection veins filled by “fluidized fault rocks” has been claimed for evidence of thermal pressurization as a driving mechanism for the intrusion of the fluidized granular material in the wall rocks (Ujiie et al., 2007).

4.4. Pulverized fault zone rocks

In recent years, fault rocks that appear to have been penetratively fragmented in-situ without accommodating significant shear strain have been reported from surface outcrops along various sections of the San Andreas Fault (Wilson et al., 2005; Dor et al., 2006a; Rockwell et al., 2009; Yuan et al., 2011), Garlock Fault (Rockwell et al., 2009), San Jacinto Fault (Dor et al., 2006b), north Anatolian Fault (Dor et al., 2008), and the Arima-Takatsuki line in Japan (Mitchell et al., 2011). These fault rocks, that have been termed ‘pulverized rocks’, are fundamentally different from other types of breccia and cataclasite in that they appear to have been very heavily and penetratively fractured without accumulating any relevant shear strain. Important characteristics of pulverized rocks include: 1) a lack of macroscopic shear planes and a friable outcrop nature; 2) high microfracture densities, but little evidence that microfractures accommodated shear displacements – most microfractures appear to be tensile; 3) preservation of still recognizable primary rock structures and microstructures; 4) pervasive grain size reduction, down to the micron scale, and; 5) little evidence for weathering products, suggesting that pulverized rocks predominantly reflect mechanical (rather than chemical) processes (Fig. 12f). Most examples of pulverized rocks to date have been documented in granitic lithologies, although Dor et al. (2009) found pulverized sandstones along the Mojave section of the San Andreas fault, and Agosta and Aydin (2006) report a possible case of pulverized rocks in limestone along the Venere Fault Zone, central Italy. In general, these rocks appear to be a relatively shallow phenomenon formed in the upper 1–3 km of the Earth’s crust (e.g. Lewis et al., 2005). Pulverized rocks along the San Andreas Fault and Arima-Takatsuki line are found at distances of up to several hundred meters from the fault core (Rockwell et al., 2009; Mitchell et al., 2011). In the latter case, the authors found that microfracture density in the pulverized granites decreased exponentially with distance from the fault core, with 1D scanline microfracture
densities adjacent to the fault core up to 80 microfractures per mm. An important characteristic of pulverized rocks is related to their distribution: they appear to be asymmetrically distributed with respect to the principal fault surface, which is probably due to a preferential rupture direction, leading to an asymmetry in shaking intensities (e.g. Dor et al., 2006b; Mitchell et al., 2011). If the wall rocks located on either side of the principal fault are in different lithologies, pulverized rocks are typically found in the lithology with the highest seismic velocities (Ben-Zion and Shi, 2005; Mitchell et al., 2011).

Using a split Hopkinson pressure bar, Doan and Gary (2009) and Yuan et al. (2011) demonstrated experimentally that pulverization of granite at room pressure and temperature occurs during shock loading at high strain rates (> 150 s⁻¹), although they did not report on the microstructural characteristics of the pulverized samples, and it remains to be determined whether the micromechanisms of fracturing in these experiments replicate those found in nature.

Theories to explain the formation of pulverized rocks must account for both the structural and microstructural characteristics, the large thickness around the fault core (up to hundreds of meters) and also the apparent asymmetric distribution around the principal fault surface (see Yuan et al., 2011 for discussion). Brune (2001) suggested that normal stress vibrations created during earthquake quakes by sliding on a rough fault may be responsible for rock pulverization, although it is difficult to envisage why this would produce asymmetric damage. More recently, Ben-Zion and Shi (2005) have proposed that dynamic ruptures along faults separating different lithologies (bi-material interfaces) may result in a preferred rupture propagation direction, and a strong reduction in normal stress (implosion) near the propagating rupture tip on the side of the fault with the highest seismic velocities, thus potentially producing damage asymmetry. According to the authors, since moderate to large earthquakes nucleate at depth, where rock pulverization should not occur, successive earthquakes maintain the same rupture bottom to top direction when they propagate to the surface. Repeated earthquakes propagating in the same direction are expected to lead to a marked asymmetry in rock damage at shallower depth (<3 km), consistent with geological observations of pulverized rocks. Understanding the global distribution of pulverized rocks has the potential to offer important insights into possible preferred rupture directions along major fault zones, and as a consequence has implications for seismic hazard evaluation. Although some geophysical studies of fault zone trapped waves seem to indicate that pulverized rocks are present in the upper 1–3 km of the crust (e.g. Lewis et al., 2005), it will be important to understand in more detail the depth and spatial distribution of pulverized rocks, and also the physics of the fracturing processes that contribute towards their formation.

4.5. Mineralogical and geochemical signatures of frictional heating

A promising direction in studies of ancient seismicity along faults is to search for mineralogical or geochemical signatures of frictional heating during earthquakes. Because thermal diffusivity in crustal rocks is typically low, and the duration of an individual slip pulse is a few seconds or less, most of the heat produced during earthquake slip is restricted to a narrow band, a few mm thick, within and immediately adjacent to the slipping zone (e.g. Lachenbruch, 1980; Sibson, 2003; Rice, 2006). As discussed in Section 2.1, temperature rises within the slip zone are sometimes sufficient to trigger melting of host rocks and formation of frictional melts (e.g. pseudotachylites) that can be recognized in exhumed faults (e.g. Sibson, 1975). In other cases, the temperature rises may promote thermal decomposition or dehydration of certain mineral phases and the formation of breakdown products that can be identified in the rock record (see experiments discussed in Section 2, Brantut et al., 2008; De Paola et al., 2011a; Ferri et al., 2010; Han et al., 2007a; Kuo et al., 2011).

Candidates of breakdown products indicating a transient temperature rise that might potentially be identified include lime (CaO), magnetite (Fe₃O₄) and periclase (MgO). Lime, however, is an unlikely mineral to be preserved in the geological record because it is highly reactive and back-reacts quickly (in seconds to minutes) in an atmosphere containing CO₂ and H₂O to form portlandite (Ca(OH)₂) and calcite (e.g. Agrinier et al., 2001). Unlike lime, magnetite is potentially stable over geological time periods, and may be identifiable as a signature of past earthquakes in the slipping zones of faults that cut Fe-bearing carbonates (e.g. Hirono et al., 2006). Similarly, other metal-bearing carbonates such as dolomite [MgCa(CO₃)₂] and ankerite [Ca(Fe, Mg, Mn)(CO₃)₂] breakdown at elevated temperatures to form breakdown phases such as periclase (MgO, unstable), magnetite (Fe₃O₄), magnesioferrite (MgFe₂O₄) and Mg-rich calcite (Ca₁₋ₓMgₓCO₃), e.g. Samtani et al., 2002; Galai et al., 2007; De Paola et al., 2011b).

Several other mineralogical and geochemical phenomenon may record high-temperature pulses restricted to thin slipping zones, although the following are perhaps more challenging, time consuming, or costly to detect in the rock record:

1) Ujiie et al. (2008) proposed that fluid inclusions trapped in calcite can re-equilibrate and undergo permanent ‘stretching’ induced by transient heat pulses associated with seismic slip events. This stretching leads to an increase of fluid inclusion homogenization temperatures, which may be detectable using detailed analysis within the slip zones of exhumed faults. They reported a distribution of homogenization temperatures consistent with frictional heating in a carbonate-bearing subduction thrust complex exhumed from 4 to 6 km in Japan, and validated their results using experiments conducted on a heating–cooling fluid inclusion stage. Based on a comparison between the natural and experimental results, Ujiie et al. (2008) suggested that stretching of fluid inclusions in calcite may detect relatively small temperature rises in slip zones of only 50–150 °C.

2) O’Hara (2004) studied the vitrinite reflectance of coals from three faulted areas in the USA and Wales. Vitrinite reflectance increases with increasing temperature and duration of the heat pulse, and, because it does not degrade over time, maxima in vitrinite reflectance generated by ancient thermal events may be preserved in the rock record. He found that spikes in vitrinite reflectance data from the three areas correlated spatially with faults and zones of intense brittle deformation, and proposed that such spikes were due to transient frictional heating during seismic slip. He estimated that the temperature anomalies that produced the spikes were on the order of 425–475 °C in two of the cases, and 580–680 °C in another case. In a recent contribution, Sakaguchi et al. (2011) determined the vitrinite reflectance in two fault zones from the Nankai trough that were sampled in deep boreholes. They estimated that the two fault zones experienced peak temperatures over 350 °C indicating that seismic slip propagated at least once to the up-dip end of the subduction interface and into the toe of the accretionary wedge.

3) Ishikawa et al. (2008) analyzed the major and trace element compositions, along with isotope ratios, of cores recovered from the Chelungpu Fault following the 1999 M7.6 Chi-Chi earthquake in Taiwan. The cores crossed three active fault zones in shales at depths of between 1.1 and 1.25 km. At least one of these fault zones is thought to be part of the slipping zone of the 1999 earthquake. They found that, with respect to
the country rock, the three fault zones were markedly enriched in Sr, depleted in Li, Rb, Cs, and show a low \(^{87}\text{Sr}/^{86}\text{Sr}\). All of these elements are generally known to be fluid-mobile elements, with significant mobilization occurring at fluid temperatures >300–350 °C. Model calculations by Ishikawa et al. (2008) suggest that fluid–sediment interaction at temperatures of 350 °C can adequately explain the observed enrichment and depletion patterns found in the fault zones. The current temperature in the fault zones was measured as 46–49 °C, indicating that high fluid temperatures must have been achieved either by frictional heating during earthquake slip, or by the influx of a pulse of hot fluids arriving from depth. The authors favor the former because a) the hydraulic diffusivity of the fault zones is too low to allow migration of a fluid pulse, and b) frictional heating is consistent with an increase in magnetic susceptibility and formation of ferromagnetic grains observed in the fault gouges.

We conclude this section highlighting the similarities between artificial fault materials from experiments that reproduce seismic slip rates and displacements (in most cases the normal stress is well below that expected in nature) with those found in exhumed natural faults (compare, for instance, Figs. 3a with 12a, 3f with 12c and d, 3h with 12e and 3g with 12b). We kept the experimental microstructures separated from the natural microstructures, because in several cases the similarity is ambiguous. But we emphasize that microstructural similarity between experiment and nature, which implies that the same (micro)physiso-chemical processes were operating, remains the starting point for any extrapolation of mechanical data obtained in the laboratory to natural conditions as will be discussed in the next sections.

5. Estimating earthquake source parameters from exhumed faults

Typically, seismology can retrieve five main earthquake parameters from the analysis of seismic waves: the seismic moment \(M_0\), the static stress drop \(\Delta \tau_s\), the radiated energy \(E_R\), the rupture speed \(V_s\), and the seismological fracture energy \(E_F\) (Kanamori and Rivera, 2006). The latter is sometimes called breakdown work \(W_b\) (Cocco and Tinti, 2008). In Fig. 13 and in its caption we introduce definitions of stress drops and earthquake energy sinks from the seismological literature (Kanamori and Rivera, 2006; Abercrombie and Rice, 2005; Cocco and Tinti, 2008) and compare the earthquake energy budget at a point of a fault (Fig. 13a) with the global earthquake energy budget for a fault with unit area (Fig. 13b). In the case of the shear stress evolution at a single point along a fault (Fig. 13a), this diagram is similar to those obtained in high speed rock friction experiments (see Section 2), though experiments do not reproduce the dynamic stress field associated to the tip of the propagating rupture (Reches and Dewers, 2005; Beeler, 2006). A discussion on the “single point” vs. “areal” representation of these processes is also given in Section 6.

It is noteworthy that fundamental information, including the absolute value of shear stress acting on the fault, energy partitioning during an earthquake, and data concerning the physical processes acting on the fault during seismic slip, are out of the range of seismological investigations (Ma et al., 2003; Andrews, 2005).

We distinguish between the earthquake energy budget at a point of a fault (Fig. 13a) from the average earthquake energy budget for a fault per unit area (Fig. 13b, Abercrombie and Rice, 2005; Kanamori and Rivera, 2006; Cocco and Tinti, 2008). The latter considers the whole fault and coseismic slip is averaged over the entire fault length. The total earthquake available energy per unit fault surface (area of AELO in Fig. 13b) includes the elastic strain energy and gravitational energy that will be released during the earthquake and it is unknown (Dahlen, 1977; Scholz, 2002). The total energy is partitioned into radiated energy, fracture energy and frictional energy. The frictional energy (area below JHGEF in Fig. 13b) cannot be determined by seismic wave inversion analysis. The fracture energy (area of JABCKH in Fig. 13b) is determined from seismic moment, corner frequency and radiated energy estimates (Abercrombie and Rice, 2005). Though the determination of the fracture energy is model dependent, its estimate is more robust than the individual estimate of the slip weakening distance and dynamic stress drop (Cocco and Tinti, 2008). The radiated energy (area of DEGHK in Fig. 13b) is determined from seismic wave inversion analysis, though it remains difficult to constrain (Abercrombie et al., 2006; Venkataraman et al., 2006). According to the energy partitioning reported in Fig. 13b, the area of ABC (the excess work done to achieve the yield strength due to an increase in stress prior to dynamic slip) and of EFG (energy exchanged during fault strength recovery or coseismic healing) are balanced by the area of CDK.

In the case of the energy budget at a point of a fault, the mechanical work done is partitioned into work against gravity, radiated energy, heat \(Q\) and fracture surface energy \(U_f\) (Kostrov and Das, 1988, Fig. 13a). To include radiated energy, the shear stress curve should be coupled to rupture and elasto-dynamic models including radiation and non-local interaction (Beeler, 2006). Instead, we introduced the breakdown work \(W_b\) which differs from the seismological fracture energy because it is related to the energy effectively dissipated (and measured) on the fault surface (Cocco and Tinti, 2008). According to this interpretation, \(W_b\) is the natural equivalent of the area comprised between the traction curve and the minimum shear stress during the weakening stage in the shear stress vs. slip experiments described in Section 2. The fracture surface energy is the energy adsorbed during phase transitions (e.g. solid to melt) and required to create new surfaces in the slipping zone and in the wall rocks: it is one of the possible energy sinks of the seismological fracture energy and of the breakdown work (Kanamori and Heaton, 2000; Kanamori and Rivera, 2006; Cocco et al., 2006; Rice, 2006).

In this section, we summarize recent results from studies of exhumed faults and information retrieved from drilling of active faults (for a review, see Boullier, 2011). Most of the information about seismic source parameters described below was retrieved from field observations and interpretations of pseudotachylyte-bearing faults from the Gole Larghe Fault Zone that cuts the Adamello tonalites (Italian Southern Alps, Di Toro and Pennacchioni, 2004, 2005; Di Toro et al., 2005a; Pennacchioni et al., 2006). One of the reasons is that pseudotachylytes remain the most certain indicator of ancient seismic ruptures in the upper crust to date (Cowen, 1999). The relatively simple geological framework, combined with the high-quality and 3-dimensional nature of the exposures, allow for a detailed investigation of earthquake source processes that can readily be compared to experimental observations (e.g. Di Toro et al., 2006a).

5.1. Seismic rupture velocity and directivity

Seismic inversions can constrain rupture directivity (the direction of propagation of the seismic rupture), and also rupture velocity (e.g. Cirella et al., 2009; D’Amico et al., 2010), but given the long recurrence times of most large earthquakes (>100 years), the number of historically recorded events along a given fault is rather small and the statistics of earthquake directivity cannot yet be determined (Bakun et al., 2005). However, rupture directivity is of paramount importance in earthquake hazard evaluation. In the
Fig. 13. Schematic diagrams of the shear stress (actually, traction) evolution during seismic slip and of the earthquake energy budget at a point of a fault and over the entire fault. (a) Energy budget at a point of a fault. This diagram is similar to those obtained in high speed rock friction experiments (though experiments do not reproduce the dynamic stress field associated to the tip of the propagating rupture, Beeler, 2006). The diagram reports the definition of breakdown work ($W_B$), surface fracture energy ($U_S$), heat ($Q$), initial shear stress ($\tau_i$), final shear stress ($\tau_f$), peak shear stress ($\tau_p$), average shear stress ($\tau_{av}$), breakdown stress drop ($\Delta\tau_B$), the dynamic stress drop ($\Delta\tau_d$), the static stress drop ($\Delta\tau_s$), the slip weakening distance ($d_w$), and the total displacement ($d$). Before the initiation of sliding (the rupture tip is approaching the point on the fault), stress increases from $\tau_i$ to $\tau_e$ (elastic deformation) which switches to plastic before shear stress overcomes $\tau_p$ (yielding of the rock) and decays towards a minimum shear stress $\tau_m$ over a weakening slip distance $d_w$. The shear stress coincides with coseismic fault strength once the yield strength is achieved at the passage of the rupture front. The minimum shear stress might be similar in magnitude to the steady-state shear stress. We also report the average shear stress: this value might be obtained by thickness/displacement ratios in pseudotachylite-bearing faults (see Section 4.2). Depending on the slip rate vs. time curve (not reported here), shear stress recovers towards a final shear stress $\tau_f$. The breakdown work is the area limited by the shear stress curve and the minimum shear stress (i.e. it includes the surface fracture energy). If coseismic healing occurs as shown here, energy is also dissipated in fault restrengthening work. The frictional work per unit area (area below the shear stress curve) is partitioned in heat density and fracture surface energy per unit area. The heat exchanged in seismic...
Fault rocks at depth may record rupture directivity during slip events. This is because the presence of a dynamic crack (the propagating seismic rupture) embedded in an elastic medium (the wall rocks) subject to a remote “regional” stress field induces a perturbation in the stress field in the proximity of the crack tip. The stress perturbation, resulting in dramatic increases and rotations of the stress tensor, depends mainly on fracture length, stress drop, energy dissipated during fracturing, extension of the weakening zone behind the rupture tip, rupture directivity, and speed (Freund, 1998). The stress perturbation results in reactivation of pre-existing fractures and production of new, coseismic fractures. If it is possible to link a particular fracture pattern to a single seismic rupture, information on rupture directivity and velocity can be retrieved from an outcrop. This can be done for some of the Gole Larghe Fault Zone pseudotachylite-bearing faults.

Pseudotachylites often form continuous layers, decorating the main fault (fault vein), but also intrude the wall rocks along secondary fractures (injection veins; Sibson, 1975). When there is no reactivation or alteration, it is sometimes possible to associate a single fault vein, and injection veins radiating from it, to a single seismic event. Particularly the pattern of injection veins is important when studying directivity. At least two mechanisms (possibly concurrent) produce injection veins during rupture propagation: (1) hydrofracturing, due to volume expansion related to the transition from solid to melt (an increase in volume of about 12–15%) is expected in the case of granitoid rocks, Maddock et al., 1987; Swanson, 1992), and (2) the intense stress field perturbation at the rupture tip propagating at kilometers per second (Di Toro et al., 2005b). Since frictional melt production occurs after the rupture propagated through a point on a fault, we might expect that the nucleation and orientation of the secondary fractures departing from the main fault is mainly controlled by the stress perturbation at the rupture tip, while their growth in length and aperture is controlled by the amount and viscosity of the friction melt and by the elastic properties of the wall rocks. Given a Mode II crack propagating along a fault, theoretical (Polialkov et al., 2002; Kame et al., 2003; Rice et al., 2005) and experimental (Rosakis et al., 2000; Samudrala et al., 2002; Griffith et al., 2009a) studies predict the possible patterns of secondary fractures that a seismic rupture may leave in its trail, which are always asymmetric. Dynamic crack propagation induces an intense (depending on the rupture velocity \( V_b \)) torsional stress perturbation to one side of the fault and a corresponding compressive perturbation in the opposite block. Since rocks are about ten times weaker in tension than in compression, this may result in a strong asymmetry of the newly formed cracks with respect to the main fault. Moreover, the orientation of the newly formed fractures is related to the rupture speed, as the angle between the fracture and the fault increases from about 30° to about 90° from a quasi-static propagation to a crack propagating at about the Rayleigh wave speed (0.92 the \( V_b \) speed). It follows that the asymmetry in distribution and orientation of pseudotachylite-bearing injection veins can be used to reconstruct rupture directivity, rupture velocity and fracture energy (Di Toro et al., 2005b).

In the Gole Larghe Fault Zone, the asymmetric distribution of pseudotachylite-bearing fractures shown in Fig. 14 is compatible with (1) a dominant eastward propagation direction during repeated seismic ruptures, (2) subsonic fracture propagation velocities (close to Rayleigh wave velocity) and, (3) fracture energy \( E_f \) values ranging from 8 to 67 MJ m\(^{-2}\) (see also Section 5.4, Di Toro et al., 2005b).

5.2. Coseismic fault strength and stress drop

Interpretation of geophysical and seismological data suggests that a variety of coseismic processes can be explained by a low dynamic friction coefficient during earthquake rupture. For example, the absence of a heat flow anomaly around the San Andreas Fault (Lachenbruch and Sass, 1980), the local heat flow paradox, the type of rupture propagation (Beeler and Tullis, 1996; Zheng and Rice, 1998), or the increase of radiated energy with earthquake size (Mayeda and Walter, 1996; Malagolini et al., 2010). As discussed in detail in Section 2, several dynamic weakening mechanisms have been proposed to explain this (Tullis, 2008; Wibberley et al., 2008; Di Toro et al., 2011), although the dynamic friction coefficient cannot be easily retrieved from seismic inversion data (Guatteri and Spudich, 1998; Scholz, 2002). Instead, it is possible to determine frictional strength during seismic slip by applying the first principle of thermodynamics to seismic faulting (Sibson, 1975). Assuming that most frictional work during faulting is converted into heat (i.e. the energy associated with the creation of new surfaces is negligible, see Section 5.4), it is possible to determine the average shear stress during seismic slip \( \tau_{av} \) (i.e. the average shear stress includes the peak and minimum shear stress, Fig. 13) from the amount of melt (pseudotachylites, Sibson, 1975) or the amount of reaction products found in faults (such as carbonate decomposition products or clay dehydration products, Hirono et al., 2007; Hamada et al., 2009; Hirono and Hamada, 2010). In the case of pseudotachylite-bearing faults, from Sibson (1975):

\[
\tau_{av} = \rho c_p (T_i - T_{fr}) \frac{w_{av}}{d} [\text{Pa}]
\]

(4)

where \( \rho \) is rock density, \( c_p \) is the specific heat [J K\(^{-1}\) kg\(^{-1}\)] at constant pressure, \( T_i \) is the highest temperature achieved by the melt, \( T_{fr} \) is the ambient host rock temperature, \( w_{av} \) is the average thickness of the pseudotachylite (it should include also the melt injected in the wall rocks, Di Toro et al., 2005a), \( d \) is the coseismic slip. If we include in Eq. (4) the latent heat of fusion \( H \) (Wenk et al., 2000), the presence of survivor clasts (with a volume fraction \( \varphi = V_{clast}/V_p \), and superheating of the frictional melt (Di Toro et al., 2005a), we obtain:

\[
\tau_{av} = \rho \left( 1 - \varphi \right) H + c_p (T_i - T_{fr}) \frac{w_{av}}{d} [\text{Pa}]
\]

(5)

Eqs. (4) and (5) were used in pseudotachylite-bearing faults (Sibson, 1975; Wenk et al., 2000; Di Toro et al., 2005a, 2006b; Barker, 2005; Andersen et al., 2008; Nielsen et al., 2010a) and
their robustness has recently been confirmed in high velocity experiments performed on gabbro at normal stresses exceeding ~15 MPa (Niemeijer et al., 2011). Nevertheless, Eqs. (4) and (5) should be applied with some caution in nature. In fact, as discussed in detail in Di Toro et al. (2005a), defining both fault rock thickness and net displacement can be a problem. Pseudotachylyte thickness is highly variable along fault strike, so an average thickness, calculated over a length of several meters along a continuous exposure, should be used, and the melt injected in the wall rocks must be included. Only large exposures allow the average thickness of several pseudotachylyte-bearing faults to be measured: if there is little scatter in the measured average thickness and the average thickness increases slightly with measured fault slip the data are robust enough to estimate the average shear stress. Such outcrops are uncommon and just a few have been studied: the Fort Foster Brittle Zone (Swanson, 1988, 2006) and the Gole Larghe Fault Zone (Di Toro and Pennacchioni, 2005).

At the same time, constraining the amount of coseismic slip that produced the frictional melt (now pseudotachylyte) might be impossible because of pre- or post-seismic displacements, or because of the occurrence of multiple seismic events along the same fault. Eqs. (4) and (5) can be applied only in the case of faults that ruptured at only one time during their evolution (this is not uncommon in pseudotachylyte-bearing faults, Sibson, 1975; Swanson, 1988, 2006; Allen, 2005). The occurrence of single-jerk episodes should be confirmed by detailed field and microstructural studies (for a discussion see Pittarello et al., 2008). But even in this case, the determination of the displacement requires the presence of structural markers (so that separation can be determined) and a lined fault surface which allows the definition of the slip vector. Moreover, the maximum temperature achieved in the slipping zone needs to be determined, which is a difficult task since frictional melting is a non-equilibrium process and, as a consequence, conventional methods used in igneous petrology to determine the temperature of a melt starting from the rock's composition cannot be applied (Spray, 1992, 2010). As a matter of fact, frictional melts might be superheated and their maximum temperature spans, depending on the rock type, from 750 °C to 1500 °C (see also Di Toro et al., 2009; Spray, 2010; Lin, 2008). Lastly, a critical assumption is that most frictional work is converted into heat and that the energy expended for producing new cracks is negligible. This seems to be the case in the Gole Larghe Fault Zone, exhumed from 10 km depth (Pittarello et al., 2008; see Section 5.4), the Punchbowl Fault exhumed from 1 to 3 km depth (Chester et al., 2005) and in the Chelungpu Fault, drill holes down to 2 km depth (Ma et al., 2006), but it might not always be the case and it might be that a relevant part of the earthquake energy budget goes into plastic deformation of the wall rocks (Andrews, 2005).

In the case of the Gole Larghe Fault Zone, from Eq. (4) using \( p = 2700 \text{ kg m}^{-3}, \phi = 0.2, H = 3.28 \times 10^5 \text{ J kg}^{-1}, c_p = 1180 \text{ J kg}^{-1} \text{K}^{-1} \) and \((T_f - T_{sw}) = 1200 \text{ K}, \tau_m\) was estimated to range between 12.9 and 41.8 MPa (Di Toro et al., 2006b). Since the normal stress at the time of seismic faulting was estimated to be between 110 and 200 MPa (Di Toro et al., 2005a), this results in an average friction coefficient of <0.25. Such low dynamic friction during seismic slip in the presence of melts is consistent with theoretical and experimental analyses (Nielsen et al., 2008; Di Toro et al., 2009). It follows that at intermediate crustal depths, low fault strength and melt lubrication can occur during seismic faulting.

A similar approach was applied in slipping zones where reaction products were found (Hirano et al., 2007). Frictional heating during coseismic slip triggers various endothermic reactions and, if the amount of reactions products can be measured, it is possible to estimate the average shear stress. A further advantage of the method would be that endothermic reactions, by adsorbing heat (which is usually larger for dehydration or decarbonation than the latent heat of fusion), buffer the temperature rise in the slipping zone and superheating effects would be less pronounced than in the case of frictional melting (Brantut et al., 2011). Though the idea is straightforward and the approach promising, in practice, determining coseismic shear stress from the amount of reaction products is not a simple task for several reasons: 1) reaction kinetics (which is determined by the temperature evolution, the activation energy, etc.) and reaction mechanisms control the amount of reaction products, so that determining the average shear stress from the amount of reaction requires numerical modeling and strong assumptions (Hirano et al., 2007; Hamada et al., 2009; Hirono and Hamada, 2010) and 2) the estimation of reaction products triggered during frictional sliding, the activation energy might be much smaller than that determined for reactions under static conditions (Di Toro et al., 2011; Kuo et al., 2011), leading to more reaction products than expected for a given temperature (which is related to the heat production and thus the coseismic shear stress). In other words, an overestimation of the activation energy would result in an over-estimation of the coseismic shear stress. Nevertheless, Hirono and Hamada (2010) estimated the shear stress at a point of the Chelungpu Fault during the 1999 Chi-Chi earthquake. This resulted in an estimate of a shear stress of ~9 MPa at 1 km depth. This value is in agreement with experimental results from high velocity experiments (Sone and Shimamoto, 2009; Mizoguchi et al., 2008).

An alternative method to determine the fault strength, or at least the static stress drop during earthquakes, was applied by Griffith et al. (2009b). In this case, the authors selected strike-slip faults exposed end-to-end in the granodiorites from the Bear Creek area (Sierra Nevada, USA), where the occurrence of thin pseudotachylytes indicated ancient seismicity. The presence of rhombochasms (rhombohedral dilational jogs filled by randomly oriented epidote crystals and interpreted as the result of slip occurring in single events) distributed along the fault length allowed the estimation of coseismic slip distribution. In the case of a circular crack of radius \( R \) in an elastic medium, it is possible to estimate the static stress drop from the average slip \( \Delta \dot{d} \) (Kanamori and Anderson, 1975):

\[
\Delta \dot{d} = \frac{7}{16} \frac{G \Delta d}{R}
\]  

where \( G \) is the shear modulus. Using Eq. (6) and considering elliptical to circular cracks, Griffith et al. estimated stress drops of the order of 90–250 MPa for these faults exhumed from 4 to 15 km
depth. Such large static stress drops (at least when compared to typical stress drops of 1–10 MPa for moderate to large magnitude earthquakes, e.g. Hanks, 1977) determined for small faults (<15 m in length), are actually in the range of the stress drops estimated for microearthquakes along the San Andreas Fault at SAFOD (Imanishi and Ellsworth, 2006).

5.3. Seismic slip rates and weakening distance

Coseismic slip rates (Heaton, 1990) and the slip weakening distance \( d_w \) (the distance after which traction drops to its minimum, termed \( d_c \) in seismology, Ide and Takeo, 1997) can be estimated based on seismic wave inversion, though the determination of both parameters remains strongly model dependent (Fukuyama et al., 2003; Cocco et al., 2009). Although extremely challenging, and currently possible only in the case of frictional melting, useful constraints may come from field studies.

5.3.1. Seismic slip rates

A method to determine seismic slip rate from exhumed pseudotachylyte-bearing faults was proposed by Nielsen et al. (2010a). When frictional sliding and melting occurs, microscale roughness at the melt-wall rock contacts becomes more accentuated due to varying microstructural and mineralogical properties of the wall rocks (grain size, indentation hardness and individual melting point of the rock-forming minerals, Spray, 1992) and by Gibbs–Thomson effects (preferential melting of the wall rock grains with a high surface-to-area ratio such as the grains sticking out from the wall rocks into the melt (Hirose and Shimamoto, 2003). On the other hand, the increase in temperature in the slipping zone will be more abrupt if more power (shear stress times slip rate) is dissipated on the fault surface and the melting rate will be higher accordingly.

Due to wall rock heterogeneity and Gibbs–Thomson effects, at steady-state, the roughness of the melt-wall rock contacts is expected to decrease with increasing melting rate and temperature gradient perpendicular to the fault surfaces (Fig. 15; Nielsen et al., 2010a). For this reason, Nielsen et al. (2010a) proposed that the ratio of melt thickness \( w_{SZ} \) to roughness \( w_0 \) depends on the sliding velocity \( v \) and that this ratio can be used as a slip-rate gauge:

\[
\frac{w_{SZ}}{w_0} = \frac{a}{v}
\]

where the characteristic velocity \( a \) may be estimated based on laboratory tests at different velocities for a given rock type. Ideally, Eq. (7) may be used to estimate \( v \) independent of the shear stress and other ambient conditions by inspection of fault rock samples. However, since the structure of a natural fault is highly non-symmetric and heterogeneous, also at the microscale (see Section 6.1), an accurate characterization may require multiple samples and measures.

5.3.2. Slip weakening distance

The slip weakening distance \( d_w \) is a crucial parameter in earthquake physics, as it describes the evolution of shear stress with increasing slip which controls seismic radiation and rupture propagation (e.g. Kanamori and Brodsky, 2004; Beeler, 2006). Two methods have been proposed to determine the slip weakening distance, both applicable in the case of pseudotachylyte-bearing faults. The first method uses Eqs. (4) and (5) to estimate the shear stress based on pseudotachylyte-bearing fault thickness vs. displacement ratios, and exploits a relatively large catalogue of faults with a wide range of separations (see Di Toro et al., 2006b; Nielsen et al., 2010a; Niemeijer et al., 2011).

By using data collected from the Outer Hebrides Fault Zone by Sibson (1975) and Hirose (published in Nielsen et al., 2010b), and assuming that slip on all faults took place under similar average conditions of slip rate and lithostatic load, data from faults with different slip amounts illustrate a progressive frictional decay with increasing slip (Fig. 16). This field data suggest a \( d_w \approx 0.1–0.4 \) m and a residual shear stress of a few tens of MPa at 10 km depth and in the presence of frictional melts. These estimates are consistent with those extrapolated from experimental work (Di Toro et al., 2011; Niemeijer et al., 2011), and predicted by theory (Nielsen et al., 2010b).

The other method stems from microstructural observations of the evolution, with increasing slip, of fault micro-roughness and thickness in frictional melting experiments (Hirose and Shimamoto, 2003, 2005b). As described in Section 2, for a given slip rate and applied normal stress, experiments show that a steady-state friction coefficient is achieved after an exponential decay or transient (Fig. 6). If different experiments are stopped during the transient

---

Fig. 15. Roughness dependence with power density. Idealized models of melting boundary in a two mineral rock: Dark gray areas represent minerals melting at relatively high temperature (e.g. anorthite, 1560 °C), while lighter areas minerals with low melting temperature (e.g. diopside, 1400 °C). Black areas represent melt. The straight lines show isotherms in the wall rocks. (a,b): steep and gentle temperature gradient, respectively, with melting boundary strictly following the isotherms in each mineral. (c,d): same temperature gradients in length), are actually in the range of the stress drops estimated for microearthquakes along the San Andreas Fault at SAFOD (Imanishi and Ellsworth, 2006).
stage, but at increasing slip distances, the evolution of roughness with increasing slip can be determined by microstructural analysis (Hirose and Shimamoto, 2003). A useful parameter to quantify roughness is the fractal dimension $D$ (e.g. Turcotte, 1997), which is determined with the divider method used to describe coastlines (Mandelbrot, 1967). This, according to Hirose and Shimamoto (2003), increases from 1.0 at the peak friction to about 1.1 at steady-state. The increase in fractal dimension describes the increasing complexity of surface roughness due to selective melting and Gibbs–Thomson effects (Fig. 15). A higher fractal dimension seems to correspond to the achievement of "steady-state" conditions and could somehow constrain $d_w$, but this method has not been attempted on natural samples.

5.4. Energy partitioning of an earthquake

As previously discussed, it is presently impossible to evaluate the heat (which is related to the absolute level of shear stress during seismic slip) and the surface energy from seismological data. For this reason, several attempts have been made recently to determine the surface energy from samples obtained from boreholes along active fault zones (Chelungpu Fault, Ma et al., 2006) or in exhumed faults (Punchbowl Fault, Chester et al., 2005; Gole Larghe Fault, 10 km depth, Pittarello et al., 2008). In all these cases, the surface energy is estimated by measuring the clast size distribution and the fracture density in the wall rocks produced during rupture propagation (Chester et al., 2005):

$$U_s = \left( A_{SZ} + A_{DZ} \right)^{\gamma} \text{J m}^{-2}$$

where $A_{SZ}$ and $A_{DZ}$ are the new surface per unit fault area ($A_{SZ}$ and $A_{DZ}$ are dimensionless) produced in the slipping zone (SZ) and in the damage zone (DZ, the wall rocks), respectively, and $\gamma$ is the specific surface energy (1–10 J m$^{-2}$ in silica-bearing minerals). It is critical to recognize if the fractures, microfractures, and new grains are associated with only a single seismic event, a very difficult task in
faults that do not bear pseudotachylites. In cases where more than one slip event occurred, the significance of the measured surface area, and of the estimated surface energy, should be discussed in detail. In this case, the estimated surface energy per unit fault area can be divided by the number of “type” earthquakes that might have propagated through the studied fault (Chester et al., 2005). The main result of these investigations to date (Chester et al., 2005; Ma et al., 2006) is that surface fracture energy is just a small fraction of the so-called fracture energy (the remnant being heat).

In the case of pseudotachylite-bearing faults, it might be possible to separately determine both heat and fracture surface energy from field and microstructural analysis of a fault segment (Pittarello et al., 2008). Heat can be calculated from the thickness of a pseudotachylite (Di Toro et al., 2005a,b):

\[ Q = \frac{1}{2} ([H(1 - \phi) + CP(T_m - T_{gw})] \rho W_{av} \text{Jm}^{-2} \] (9)

whereas the surface fracture energy produced during rupture propagation can be determined from Eq. (8). In the case of frictional melting, fragmented clasts are assimilated into the melt. However, it is possible that grain sintering occurs to some degree (Togo and Shimamoto, in press). Finite Element Method (FEM) modeling (Pittarello et al., 2009) shows that the initial clast size distribution (so the fragmentation produced at the rupture tip during the early stages of slip and melting) may be preserved inside larger clasts aggregates, especially if located near the wall rocks or in thin veins, where cooling rates are very fast. The measured fragment distribution inside larger clast aggregates can be integrated across the whole slipping zone thickness assuming that all the rock passed through this ultracomminution stage before being melted. In a pseudotachylite-bearing fault segment from the Gole Larghe Fault Zone, Q was estimated as 27 MJ m\(^{-2}\), whereas fracture surface energy was limited to less than 0.4 MJ m\(^{-2}\) (Pittarello et al., 2008). It follows that in the case of a fault segment exhumed from 10 km depth, frictional heat is probably the largest energy sink and at such depths earthquakes are mainly a thermal process. Moreover, earthquake rupture modeling for the same fault segment yielded a breakdown work of 8–67 MJ/m\(^2\) (Di Toro et al., 2005b), suggesting that in this case, surface fracture energy (0.4 MJ/m\(^2\)) is a small fraction of the breakdown work. This result is consistent with seismological and theoretical work (Cocco and Tinti, 2008).

6. Extrapolation of laboratory results to natural conditions — how well do laboratory friction experiments simulate earthquake ruptures along natural faults?

As explained in the Introduction, linking results from laboratory experiments and observations on exhumed fault zones is an extremely promising strategy for developing realistic models of earthquakes and on the mechanics of faulting in general. However, this is also a very challenging task, and issues stem from the change of scale and reference framework implicit when going from the laboratory to a large-scale model of a natural fault zone. Ben-Zion and Sammis (2003) evidenced how different aspects of a fault zone may be alternatively described in different frameworks: (i) as a continuous, smooth surface embedded in a continuous solid (continuum-Euclidean framework), (ii) as a shear zone composed of a heterogeneous granular material (granular framework), or (iii) as a collection of rough objects with a branching geometry, showing an increasing complexity as the observation scale decreases (fractal framework). Only in the first case geometrical, morphological and material properties vary continuously and smoothly, and only in this case fundamental continuum mechanics quantities, like stress and strain, can be defined. Hence, a straightforward extrapolation to natural faults of constitutive relations and other properties defined in the lab will be possible only when the continuum-Euclidean framework can be used, and strong limitations will appear in the other two cases.

Even if we choose the simple continuum-Euclidean description framework, going from the lab to nature requires changes of scale and reference frames. Faults in structural geology and earthquake seismology are typically viewed in a Lagrangian frame of reference where deformation is described by tracking the flow of material coordinates from an initial to a deformed state. High speed laboratory rock friction experiments, on the other hand, are by-and-large one-dimensional physical models where fault slip is idealized as occurring at a point along a fault (Fig. 13a). This set-up is akin to a Eulerian frame of reference, where deformation is described in the current spatial state and no attempt is made to track material particles through space. Instead of varying spatially, the frictional parameter varies at a stationary point with time, slip, velocity, and, in some cases, normal stress while sliding rock material flows through the reference point. The advantage of this latter set-up is that experiments can simulate very large strains, in terms of the amount of slip accumulated on the interface, and the entire slip history at a point on a theoretical earthquake fault, from the passage of the rupture front to the passage of the trailing edge of the rupture, can be seen on a single sample, by varying the slip velocity throughout an experiment (e.g. Sone and Shimamoto, 2009, and Fig. 13a). However, this model set-up necessitates the idealization of the “laboratory fault” as a flat plane with similar material properties along the length of the entire fault.

Attributing material properties defined in this kind of laboratory framework to natural faults, and using experimental results in numerical models is possible if the natural fault is represented in the continuum-Euclidean framework (Ben-Zion and Sammis, 2003), as in this case a continuous description (requiring some averaging) of heterogeneous material and geometrical properties is possible at the relevant length and time scales. In the following we discuss problems related to (1) the geometrical/topological heterogeneity and complexity of natural faults (as compared to their simplicity in experiments), (2) the role of material heterogeneity, and (3) the spatial finiteness of natural faults and/or fault rupture patches, which contrasts with the absence of a shear rupture tip in high velocity friction experiments. All three of these factors can result to various extents in stress heterogeneities along the fault complicating the extrapolation of laboratory results to natural faults.

6.1. Effects of fault geometry

Natural fault surfaces are not planar and show a finite thickness — hence the term fault “surface” and “zone” is used instead of fault “plane”, and generally show different kinds of geometrical complexity: (1) a waviness or roughness along a single fault segment that, under some assumptions discussed in the following, can still be modeled as a continuous-Euclidean surface, (2) a “network” complexity that arises due to the interconnection of different fault segments with a certain characteristic length, (3) a “granular” complexity defined as in Ben-Zion and Sammis (2003), which again may be relevant only at a certain length scale, and finally (4) “roughness” or “network” complexities which do not show a characteristic scale, but are replicated self-similarly at all scales, hence should be described as fractals. Examples of the four kinds of complexity, relevant to earthquake mechanics, are respectively: (1) fault surface waviness/roughness, either limited to certain wavelengths or which do not show a characteristic length but decays with wavelength (self-affine roughness); (2) structures such as stepovers, jogs, sidewall ripouts (very often observed in pseudotachylite-bearing faults), etc.; (3) layers of fault gouge or
other heterogeneous fault rocks occurring very often along large mature faults, and; (4) truly self-similar fault surface roughness (extended at all scales) and self-similar fault networks.

In the last case, for strictly self-similar objects or collections of objects, very fundamental quantities cannot be defined, such as the stress and strain tensor. If faults really belonged to this class of objects, as was proposed in many contributions particularly in the ‘80s (e.g. Power et al., 1987), extrapolating experimental results and implementing continuum mechanics models would not have been possible. However, recent published results indicate that faults do not show a truly self-similar roughness (see discussion below), hence modeling is possible, but still difficult. Considering the first three kinds of complexity, the stress field is expected to vary spatially and temporally along the fault (Berger and Johnson, 1980; Saucier et al., 1992; Chester and Fletcher, 1997; Chester and Chester, 2000; Griffith et al., 2009c, 2010), with complex feedbacks with material properties and constitutive equations (e.g. Griffith et al., 2010).

The third kind of geometrical complexity — the presence of a granular layer along the fault zone, is generally satisfactorily confronted by upsampling or homogenization techniques, which allow to obtain the average mechanical properties of the gouge layer. The fault is then described as a surface instead of a layer. The second kind of heterogeneity, related to the presence of stepovers, branching faults, sidewall ripouts, etc., has been considered in a rich bibliography dealing with stress inhomogeneity, stress transfer and earthquake triggering in a fault network (e.g. Segall and Pollard, 1980; Stein, 1998; King et al., 1994; Toda et al., 2005). This kind of approach is possible with a generalization of the continuum-Euclidean framework, where each fault is seen as a continuous surface in a continuous volume. Hence, only a finite number of fault segments can be considered and fractal fault networks, with a large number of very small structures, cannot be considered. The complexity of this kind of models, in any case, allowed to develop only quasi-static models so far.

Finally, considering the first kind of geometrical complexity, we find that in most cases the waviness or roughness of natural faults is replicated across such a wide range of wavelengths (from microns to kilometers) that faults can be described as self-affine fractal surfaces, where roughness decays with wavelength according to a power law with a Hurst exponent < 1 (e.g. Lee and Bruhn, 1996; Candela et al., 2009; Bistacchi et al., 2011). This means that faults show a more pronounced roughness at small wavelengths, or that small wavelength asperities are comparably “steeper” than large-scale ones. This conclusion is in accordance to the common observation that fault surfaces are irregular when seen from a close distance, but tend to appear as straight lines when seen in a satellite image or drawn on a map. This observation justifies the very general application of the continuum-Euclidean framework, because faults tend to be smooth at the largest scales.

As a historical note, it must be noted that a quantitative assessment of this observation is quite recent and is due to the availability of precise measurement methodologies, such as LiDAR and photogrammetry (e.g. Sagy et al., 2007; Candela et al., 2009; Bistacchi et al., 2011). Older works, carried out with profilometers (e.g. Power et al., 1987; Lee and Bruhn, 1996), indicated a self-similar behavior for fault roughness, where roughness would have been replicated identically at every length scale (contradicting the above-mentioned observation). Where the older and newer works agree, is in detecting the anisotropic character of fault surfaces, which are smoother parallel to the slip direction due to generalized “wear” processes (e.g. Power et al., 1987; Lee and Bruhn, 1996).

Still considering the “single fault surface” continuum-Euclidean framework, fault roughness can be included in models up to a certain spatial resolution, which is the spatial resolution of the mesh used in the model. In this kind of model, roughness causes local variations in the stress and displacement fields, so that the deformation pattern may deviate significantly from that expected for a straight fault (e.g. Berger and Johnson, 1980; Saucier et al., 1992; Chester and Fletcher, 1997; Chester and Chester, 2000; Griffith et al., 2010). In the following we summarize some examples of the complex feedbacks that arise in these models.

Static resistance to slip of a rough fault (Fig. 17a) is higher than that of its smooth counterpart in elastic, brittle-elastic or elasto-plastic models with a steady friction coefficient (Nielsen and Knopoff, 1998; Dieterich and Smith, 2009; Brodsky et al., 2011). In this case, the interlocking asperities should be deformed, or strong dilatancy should develop so that slip can occur (this is well known and extensively exploited in engineering rock mechanics, e.g. Barton and Choubey, 1977). Since dilatancy is not likely to occur at high confining stresses, elastic models hypothesize a “flattening” of asperities (Fig. 17b), resulting in an increase of normal stress as a reaction to this elastic deformation (e.g. Schmittbuhl et al., 2006), which in turn results in an increased bulk tangential strength. On the other hand, brittle or plastic models require a decapitation or ploughing of asperities (Fig. 17c) which results in an evolution of the fault’s mechanical properties with accumulating slip, and produces a fault gouge layer according to some wear law (e.g. Power et al., 1987).

Considering dynamic fracture propagation, Okubo and Dieterich (1984) showed experimental evidence for lower rupture velocities, larger critical slip weakening distances, and larger fracture energies for slip on rough (rms roughness = 80 μm) versus smooth (rms roughness = 0.2 μm) fault surfaces. Clearly, non-planarity on rough or “wavy” fault surfaces exerts an important control on the parameters affecting dynamic fault friction and thus the energy budget of earthquakes.

With somehow different results, Griffith et al. (2010) studied the effects of fault non-planarity on the distribution of both slip and off-fault damage in a melt-lubricated wavy fault. They show that the effect of geometric barriers (waviness) on retarding slip is at least partially counteracted by (1) opening and (2) enhancement of temperature-related weakening mechanisms due to elevated normal stress in contractional bends (Fig. 17d). Weakening is accelerated in restraining bends, where normal stresses are enhanced. This is consistent with field observations of multiple weakening mechanisms acting during individual ruptures along a single fault entirely contained in a single, effectively homogeneous rock body (Kirkpatrick and Shipton, 2009). Weakening and increased slip in restraining bends are transferred to releasing bends as larger opening displacements (Griffith et al., 2010). Because the walls of the fault are no longer in contact, friction effectively drops to zero in the latter segments. With fault weakening in both contractional and extensional bends, it is more reasonable to extrapolate experimental results regarding frictional weakening to natural faults, at least for relatively small faults that can be described as single Euclidean surfaces, as extreme weakening at a few points along a fault should be nearly equivalent to homogeneous weakening across an entire fault. If anything, since laboratory friction tests are typically performed at normal stresses far below those expected at asperities at seismogenic depths, laboratory friction tests may actually underestimate the overall weakening behavior of non-planar faults at depth, although further work needs to be done to confirm this assertion.

6.2. Effects of material heterogeneity

Material properties (e.g. elastic modulus, permeability, melt temperature, mineral and chemical composition, etc.) may vary along fault strike, or, particularly in the case of large displacement faults, across the fault interface, due to juxtaposition of different
properties as well as variable distributions of individual stress components along the fault (e.g. De Paola et al., 2008; Collettini et al., 2009). For example, at a small scale the polycrystalline nature of rocks results in enormously heterogeneous materials in terms of melting temperature and indentation hardness (Spray, 1992). For seismic slip rates on such rocks, this can result in enhanced roughness development due to preferential melting of lower melting point minerals such as biotite (Nielsen et al., 2010a). The roughness of the melting surface decreases with increasing melting rate, a quantity depending on the heat production rate (see Section 5.3 and Fig. 15). Therefore, in cases where friction melting is the primary weakening mechanism, one might expect smoother fault surfaces in contractional bends of a fault where fault-normal stress is more compressive than in extensional bends (Griffith et al., 2010).

6.3. Spatially varying friction: the effects of fault and fault rupture patch finiteness

The increased resistance to slip simulated by fault models with spatially varying friction is related to physical processes acting along the fault. Cooke (1997) suggests that the physical processes leading to varying friction on natural faults may include frictional wear of the sliding surfaces (e.g. Power et al., 1987; Sagy et al., 2007), decreased fault gouge grain size with increasing slip (Morrow and Byerlee, 1989; Gu and Wong, 1994) or increased gouge thickness (Biegel et al., 1989). Increased resistance to slip may also be related to inelastic deformation in the host rock (e.g. Cowie and Scholz, 1992) or microstructural weakening (or strengthening) processes acting within the faults (e.g. Palmer and Rice, 1973). It is clear that regardless the model of spatially varying friction or traction, the slip magnitude may vary considerably along otherwise planar faults. The effect that resulting local slip (or slip rate) gradients, or gradients in normal stress have on the effective frictional behavior of faults is unclear, for, as is the case with non-planar faults, the spatially constant slip rate boundary conditions present in laboratory fracture simulations differs significantly.

Cases in which the friction or traction variations are concentrated at the tip of faults or moving slip patches fall into the general class of “cohesive endzone” crack models (Dugdale, 1960; Barenblatt, 1962; Ida, 1972; Palmer and Rice, 1973; Rudnicki, 1980). Cohesive endzone models simulate (1) changes in frictional strength of faults (or moving slip patches) in finite zones near their tips and (2) spatial gradients in the local stress fields by applying either linear or non-linear traction distributions along the fault plane which act to resist the driving stress, thereby eliminating physically impossible infinite stress concentrations at the crack tip which are a prominent feature of Linear Elastic Fracture Mechanics models. Depending on the formation of the cohesive endzone model, the length of the endzone (roughly the dimension of the process zone) can be directly related to measurable parameters defining the friction constitutive law, most notably the slip weakening distance, \( d_w \) (e.g. Rice, 1980). The increased resistance near fault terminations in endzone models typically results in slip distributions with a bell-shaped curve; however, asymmetries in the slip distribution may also be achieved by applying a linearly varying stress distribution along the fault (e.g. Bürgmann et al., 1994). It is important to note that for the case of friction gradients, the endzone size and exact nature (i.e. slope) of the gradient exerts an important control on the stress field near the endzone (Martel, 1997; Willemsen and Pollard, 1998).

6.4. Influence on scaling experiments to nature

Each of the three factors listed above can induce spatial variability in slip, slip rate, weakening mechanisms, and tractions acting...
on natural faults. Clearly, taking such spatial heterogeneity into account in the laboratory is not currently feasible. Recent advances in numerical simulation techniques are beginning to allow the incorporation of heterogeneity in the form of non-planar geometries (e.g. Dunham et al., 2011a,b) and weakening behaviors (e.g. Noda and Lapusta, 2010). In addition, a better understanding of the dependence of friction constitutive behavior on normal stress (e.g. Nielsen et al., 2010b; Niemeijer et al., 2011) will allow laboratory and field studies of earthquake rupture to be more intimately linked.

To date, the bulk of numerical simulations concerning the influence of friction on natural (non-planar) faults have been of the quasi-static variety as described above (e.g. Lovley et al., 2009; Griffith et al., 2010). Dynamic simulations have been limited either to straight synthetic or highly idealized natural faults (e.g. Andrews, 1976; Day, 1982; Olsen et al., 1997). The development of codes capable of dynamic simulations of frictional slip on non-planar faults, incorporating laboratory friction laws, is an active area of research (Dunham et al., 2011a,b) and should provide critical insights into the efficacy of scaling laboratory-derived friction laws to natural faults. Preliminary results of such simulations indicate that ruptures become extremely sensitive to fault roughness and exhibit significant fluctuations in rupture velocity (Dunham et al., 2011a,b), apparently consistent with experimental observations (Okubo and Dieterich, 1984).

7. Future challenges and open questions

Despite (or perhaps thanks to) significant technological advances in the fields of experimental geology (emergence of HVRF apparatuses), field geology (LIDAR, photogrammetry) and numerical modeling (increased computer power), there are many questions and problems that need to be tackled, some of which have been mentioned in the previous sections. In the following, we will discuss some issues that we believe will be important to resolve in order to obtain a better understanding of earthquake mechanics.

7.1. From the field geology side

From Section 4, it is clear that it remains a challenge to recognize fossil seismic ruptures in outcrops of exhumed fault zones. Apart from the occurrence of pseudotachylites, the most promising indicator of seismic slip is represented by clast aggregates, either formed by clay minerals or by carbonates. Recognition of aggregated clasts in rocks that experienced seismic slip does not preclude the possibility that these grains formed at lower velocities as well. A way to clarify this point is to perform laboratory experiments that can help in mapping out the stress, velocity and ambient (e.g. presence of fluids, ambient temperature) conditions under which such grains should occur and thus help in constraining the conditions of formation. Furthermore, chemical studies of fault rocks and careful consideration of the thermodynamics of the possible chemical reactions can constrain the peak temperatures reached in this kind of process. It is unclear, however, over what time period the signature of a thermal event (due to seismic slip) can be preserved in natural fault rocks and how these signatures might be reset or offset. Field-based geology studies might constrain several physical fault zone properties which are relevant for theoretical modeling of weakening processes (and for their occurrence in nature). For instance, models of thermal pressurization are limited by the poor knowledge of the coseismic permeability in the wall rocks: the analysis of sealed microfractures (e.g. density of fluid inclusion trails) might yield some constraints on this.

Despite being central in field-based studies of exhumed fault zones, finding evidence for fossil seismic ruptures is not the only concern in this kind of study. Actually, when the likelihood of seismic behavior has been assessed, many more parameters should be collected in a detailed and quantitative way in order to form an overall picture of the earthquake process and of the “environmental” conditions in its source zone. The most important parameters are related to (1) base physical variables (P, T, etc.), (2) the stress field (regional background and local heterogeneities), (3) rock properties (composition, mechanical properties, chemical reactions), (4) presence or absence of fluids (composition, pressure and temperature variations, fluid-rock interactions), (5) fault zone geometry and architecture (see Section 6), and (6) fracture networks at all scales, including pulverization.

Parameters listed from points 1 to 4 can be reconstructed by means of structural and microstructural analysis, petrology (P, T, metamorphic and metasomatic reactions), paleostress field inversion (the necessity of obtaining reliable background stress data may revamp this kind of studies around important fault zones), laboratory experiments on fault rocks and their less deformed proto-liths, and geochemical investigations, with emphasis on those regarding fluid–rock interaction (e.g. Mittempergher et al., 2009; De Paola et al., 2011b), but also including geochronological studies that may be very important in defining the regional tectonic and environmental conditions around a fault zone at the time of its activity (e.g. Pennaczioni et al., 2006).

Parameters listed at points 5 and 6 generally require special conditions to be studied. Fault zones are generally characterized by poor exposures, since they are very often highly fragmented and altered, so they tend to be the site of enhanced weathering and correspond to areas covered by debris, occurring along valleys and depressions. Not many very good fault exposures (clean and continuous for kilometers, so at a length scale comparable to that of a moderate in magnitude earthquake) are available around the world, and some of the best have been extensively studied (see the examples of the Golfe Larghe Fault Zone in Italy, or of the Fort Foster-Brittle Zone in Maine). Other opportunities of detailed studies come from fault zones that have been drilled during mining or tunneling projects (Pretorious Fault, Heesakkere et al., 2011a,b; Sprenchenstein-Mules Fault, Bistacchi et al., 2010). In this case, the availability of different crosscutting mining shafts and boreholes, and in some case of outcrops some hundred meters above the boreholes, allows for a 3D reconstruction of fault zone architecture, which cannot be achieved in deep drilling projects on active faults, where data are collected essentially in 1D.

In all these examples, the focus has been placed mainly on the study of fundamental structural parameters, like fracture patterns, distribution and nature of fault rocks, measurement of slip and possibly slip gradients and heterogeneities, etc. In the last years, the availability of advanced surveying techniques (differential GPS, Lidar, photogrammetry) allowed to define all these parameters more and more quantitatively, and to effectively measure fault roughness (see Section 6). However, sometimes, the very abundant information requires some classification scheme to summarize the field data. This has been done for instance by Bistacchi et al. (2010) for fracturing in damage zones, represented in 3-dimensional models with the DI (Damage Index) parameter.

7.2. From the experimental side

Models of thermal pressurization predict that this is an efficient dynamic weakening mechanism under most wet crustal conditions. However, a poorly defined parameter in these models is the permeability of the actively slipping zone and the surrounding wall rock during dynamic slip. In fact, dynamic measurements of fault-parallel and fault-perpendicular permeability are scarce (one recent example can be found in Tanikawa et al., in press) and most of the existing data were acquired at low sliding velocities (e.g.
Zhang et al., 1999; Wibberley and Shimamoto, 2003; Faoro et al., 2009), mainly because of technical difficulties. Since the permeability structure and anisotropy of permeability of a fault zone undergoing active slip will most likely change drastically as a result of the intense stress field at the rupture tip, porosity increase, chemical reactions and pore fluid pressurization, potentially leading to hydrofracturing, experimental studies are necessary to investigate these effects. Obviously this kind of study should then be confronted with field observations of the kind considered above.

An even more challenging task deals with the fact that several dynamic weakening mechanisms have been discussed in this paper, but we still have limited possibilities to isolate individual weakening mechanisms in experiments to better understand the microphysics that underlie them. This will be necessary to be able to model the processes and reliably extrapolate laboratory results to natural conditions. If it proves to be impossible to isolate each weakening mechanism, the dominant weakening mechanism should be identified in a particular set of conditions and microphysical modeling is then required to extrapolate to natural conditions. Deformation maps will need to be constructed to identify the dominant mechanisms under fixed conditions of lithology, fluid pressure and composition, temperature, stress, slip, slip rate, acceleration and normal stress.

At the moment, it seems unlikely that a single equation can be found that reliably reproduces the details of friction evolution for the variety of weakening mechanisms. However, the fact that friction decays exponentially with slip at seismic slip rate, independently of the weakening mechanism involved, seems promising for a future finding of a general equation for friction evolution during earthquakes.

As high speed friction technology continues to advance, several important limitations of earlier studies might be tackled in the near future. Of these, the extension of previous work to higher normal stresses that approach natural conditions is in the process of being fulfilled (e.g. Niemeijer et al., 2011). Unfortunately, experiments on fault gouges are still limited to relatively low normal stresses (<3 MPa), due to the difficulty to confine samples without having too much contribution of the confining medium to the measured friction (and with the issue of the very large temperatures achieved at the interface between the confining medium and the sample). Other technological improvements that have been made or are likely to be made in the near future include adding a pore fluid system with controlled pore fluid pressure (and composition), the ability to confine specimens to better replicate natural stress conditions (e.g. to investigate the effect of mean stress), the possibility to run experiments imposing the shear stress (i.e. torque) rather than the slip rate to the samples (this will better replicate natural conditions), the application of a constant shear stress (torque) boundary condition instead of displacement, addition of environmental chambers that allow gas emissions from the sample to be measured and furnaces that heat the samples to temperatures typical at seismogenic depths. As all these technological advances are made, more high precision data will become available under a wide variety of deformation conditions and lithologies which will help in identifying the dominant weakening mechanisms during earthquake rupture.

7.3. Integration of field and laboratory data

We have discussed earlier how laboratory experiments might be used to identify microstructural and chemical signatures that geologists might look for in exhumed fault zones to identify fossil seismic slip. However, the ultimate goal is to use laboratory data to develop microphysical models that can be applied to large-scale numerical models of fault zones whose geometry and fault zone architecture is based on field observations. Unfortunately, large-scale numerical models require significant computer power and the constitutive equations that govern the properties of the fault zone at each point can thus not be too complex. For instance, the melt lubrication model of Nielsen et al. (2008, 2010a,b) can only be solved numerically and is thus too demanding to be used in large-scale models. In the same way, geometrical complexity should be limited, and, whilst large wavelength roughness is not a big problem (self-affine roughness decays with wavelength), short wavelength roughness can be included only up to a certain spatial resolution. Can we simplify such models without losing the details of the microphysical processes? One possibility is to cast microphysical models into a rate- and state-frictional framework, since these equations have already been widely used in large-scale dynamic models. As such, we would need to describe the RSF parameters $a$, $b$ and $d_0$ (and possibly $b_1$ and $d_2$) in terms of the microphysical model, so that we can reliably predict their values and variability under natural conditions.
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